
 

 

 

 

 

 

 

 

Multi-Rotor Drone to Fly Autonomously along a River and 

3D Map Modeling of an Environment around a River 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

Akhmad Taufik 

June 2016 

 

 

 

 



 

 

ii 

 

Summary 

In many developing countries, most people living in remote locations such as  

mountainous areas cannot take advantages of the electricity due to the limited access to the 

available system. Then, a small hydro electric power plant that utilizes the potential energy 

of water in a river has been developing in order to solve this problem. Nowadays, photo 

images and 3D coordinate data along a river are obtained by humans walking along the river 

by using a camera and a GPS. However, this method is very risky for the humans due to a 

swift water flow of the river and sharp stones on the bottom of the river. In addition, this 

method takes much time, cost and energy, to complete the work. In order to avoid the risk 

for the humans and to reduce the working time, cost and energy, a method to use a multi-

rotor drone with a camera flying autonomously along a river is proposed to perform the 

work in this research. The first structure of the small hydro electric power plant comprises a 

simple weir located at the upstream of the river. Nowadays, photo images of an environment 

around the location of a weir are captured using a camera operated by a human. However, it 

is difficult for the human to capture the photo images due to that it is hard to reach the 

location of the weir. In addition, the photo images captured by the human are only two-

dimensional images. In order to provide detailed views of the environment, a method to 

create a 3D textured map and a 3D map model of an environment around a river is also 

proposed in this research. 

This research is composed of two works, namely a study on a multi-rotor drone to fly 

autonomously along a river and a study on 3D map modeling of an environment around a 

river. The purposes of the first study are to develop an algorithm of image processing to 

determine flying directions of a multi-rotor drone using photo images of river scenes and to 

make a multi-rotor drone perform autonomous flights along a river using a single-lens 

camera and the image processing. The purposes of the second study are to create a 3D 

textured map by using image processing of static photo images and video images of an 

environment around a river and a 3D map model of the environment by using a 3D printer. 

In the first study, an algorithm of image processing was firstly developed. In the 

algorithm, a photo image of a river scene captured by a camera is converted to an HSV 

image. Then, the HSV image is converted to a binary image. Then, the lower part of the 

binary image is used to determine the river area. Then, the top side of the river area is used 

to determine the flying direction. After that, the developed algorithm was installed into a 

personal computer to perform the image processing. Furthermore, flying experiments where 

a multi-rotor drone (AR. Drone 2.0) performed manual flights along a river were carried 

out. The experiments were carried out under off-line and with real-time image processing. 

Finally, flying experiments where the multi-rotor drone performed autonomous flights along 

a river were carried out. The experimental result where the multi-rotor drone could 

autonomously fly along the river using the single-lens camera and the image processing for 

the distance of 83 [m] was obtained. 

In the second study, a flying experiment where a multi-rotor drone captured images of 

an environment around a river was firstly carried out. In the experiment, a fisheye-lens 

camera mounted on the multi-rotor drone was used to capture overlapping static photo 

images and video images of the environment. Then, the image processing consisting of five 

consecutive steps, namely ① the loading and ② the aligning images, ③ the building the 

dense point clouds, ④ the polygonal meshes, and ⑤ the 3D textured maps were performed 

by using the Agisoft PhotoScan Professional (Ver. 1.1). After that, a thickened 3D map was 

built by using a selected area in the 3D textured map of the static photo images. Finally, a 

3D map model of the environment around the river was created by using the thickened 3D 

map and the IRIS 3D printer. 
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Chapter 1 

Introduction  

 

 

1.1 Background 

In many developing countries, most people living in remote locations such as  

mountainous areas cannot take advantages of the electricity due to the limited access to 

the available system. Then, a small hydro electric power plant that utilizes the potential 

energy of water in a river has been developing in order to solve this problem. 

Nowadays, photo images and 3D coordinate data along a river are obtained by humans 

walking along the river by using a camera and a GPS. However, this method is very 

risky for the humans due to a swift water flow of the river and sharp stones on the 

bottom of the river. In addition, this method takes much time, cost and energy, to 

complete the work. In order to avoid the risk for the humans and to reduce the working 

time, cost and energy, a method to use a multi-rotor drone with a camera flying 

autonomously along a river is proposed to perform the work in this research. 

The first structure of the small hydro electric power plant comprises a simple weir 

located at the upstream of the river. Nowadays, photo images of an environment around 

the location of a weir are captured using a camera operated by a human. However, it is 

difficult for the human to capture the photo images due to that it is hard to reach the 

location of the weir. In addition, the photo images captured by the human are only two-

dimensional images. In order to provide detailed views of the environment, a method to 

create a 3D textured map and a 3D map model of an environment around a river is also 

proposed in this research.  
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Based on the background, this research is composed of two works. The first work is 

a study on a multi-rotor drone to fly autonomously along a river and the second one is a 

study on 3D map modeling of an environment around a river. 

 

1.2 Literature Reviews 

A review of published papers dealing with the studies on multi-rotor drone to 

perform an autonomous flight is presented in this section. The papers were reviewed 

based on the purposes of the first work of this research. The summary of the literature 

review of the first work is shown in Fig. 1.1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1.1 Summary of the literature review of the study on multi-rotor drone to fly 

autonomously along a river 
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The 35 papers [1 – 35] were reported on multi-rotor drones to perform autonomous 

flights over environments reached by the authors. As far as the authors reached, only 

four papers [1 – 4] were reported on multi-rotor drones to perform autonomous flights 

along a river. In all of them reported, the segmentation of river scenes method was used 

to detect the river. Scherer et al [1], Chambers et al [2], and Achar et al [3] were 

reported on the use of a double-lens (stereo) camera mounted on a multi-rotor drone 

flying autonomously along a river at low altitude to capture photo images of the river 

scenes.  In the three papers, the self-supervised segmentation method was used in the 

image processing to make their multi-rotor drones could fly autonomously along a river. 

Rathinam et al [4] was reported on the use of a near-infrared camera mounted on a 

multi-rotor drone flying along a river at high altitude to capture near-infrared images of 

river scenes. In his paper, the pyramid-linking image segmentation method was used in 

the image processing to make his multi-rotor drone could fly autonomously along a 

river. Then, the 31 papers [5 – 35] were reported on multi-rotor drones to perform 

autonomous flights over ground environments. 

As far as the authors reached, there is no report in which a single-lens camera 

mounted on a multi-rotor drone was used to capture photo images of river scenes as 

presented in this research. In addition, there is no report in which the binarization 

method was used in the image processing of photo images to make a multi-rotor drone 

could fly autonomously along a river as presented in this research. 
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Then, a review of published papers dealing with the studies on 3D map modeling of 

an environment is also presented in this section. The papers were reviewed based on the 

purposes of the second work of this research. The summary of the literature review of 

the second work is shown in Fig. 1.2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1.2 Summary of the literature review of the study on 3D map modeling of an 

environment around a river 
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The 35 papers [36 – 70] were reported on 3D mapping and 3D modeling of an 

environment reached by the authors. As far as the authors reached, there is no paper in 

which a 3D map modeling of an environment around a river was reported as presented 

in this research.  

The 32 papers [36 – 67] were reported on only 3D mapping of environments. Then, 

only two of them [36] and [37] were reported on 3D mapping of river environments. In 

the two papers, a 3D laser scanner was used to obtain the 3D point data of vegetation 

along the river.  Then, the 30 papers [38 – 67] were reported on 3D mapping of ground 

environments. To obtain the data of the ground environments, three papers [38 – 40] 

were reported on the use of fisheye-lens cameras, 17 papers [41 – 57] were reported on 

the use of conventional-lens cameras, nine papers [58 – 66] were reported on the use of 

laser scanners, and one paper [67] was reported on the use of a sonar. Then, all of them 

use a software to create the 3D maps of the ground environment. As far as the authors 

reached, there is no report in which the Agisoft PhotoScan was used to create a 3D 

textured map of an environment around a river as presented in this research. 

Then, the three papers [68 – 70] were reported on only 3D modeling of isolated 

objects for applications in medical field. Olmo et al [68] was reported on the use of 

CAD Software to create the 3D data of a bone. Metzger et al [69] was reported on the 

use of CT/CBCT to obtain the 3D data of a skull. Lam et al [70] was reported on the use 

of another method to obtain the 3D data of scaffolds. In the three papers, 3D 

monochrome printers were used to produce the 3D models of isolated objects. As far as 

the authors reached, there is no report in which a 3D color printer was used to create a 

3D map model of an environment around a river as presented in this research. 
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1.3 Purposes of Research 

This research is composed of two works, namely a study on a multi-rotor drone to 

fly autonomously along a river and a study on 3D map modeling of an environment 

around a river. The purposes of the study on a multi-rotor drone to fly autonomously 

along a river are listed as follows. 

1. To develop an algorithm of image processing to determine flying directions of 

a multi-rotor drone using photo images of river scenes. 

2. To make a multi-rotor drone perform autonomous flights along a river using a 

single-lens camera and the image processing. 

 

Then, the purposes of the study on 3D map modeling of an environment around a 

river are listed as follows. 

1. To create a 3D textured map by using image processing of static photo images 

and video images of an environment around a river. 

2. To create a 3D map model of the environment by using a 3D color printer. 

 

1.4 Structure of Dissertation 

The dissertation is structured in the following manner. Chapter 1 presents the 

background of the research, literature reviews, purposes of the research and structure of 

the dissertation. The literature review is addressed to the study on a multi-rotor drone 

performing an autonomous flight by using a camera and image processing and study on 

3D map modeling of an environment. 

Chapter 2 presents a study on image processing to determine flying directions of a 

multi-rotor drone using photo images of river scenes. The method of segmentation of 
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river scenes is firstly presented in this chapter. Then, an algorithm of image processing 

to perform the segmentation of river scenes is described. Then, the experimental method 

and results of capturing photo images of river scenes by using a few cameras are 

presented. After that, the experimental method and results of capturing videos of river 

scenes by using a single-lens camera are presented at the end of this chapter. 

Chapter 3 presents an experimental study on autonomous flights performed by a 

multi-rotor drone using a single-lens camera and the image processing. The 

experimental method and results where the multi-rotor drone flying along a river flight-

controlled manually are firstly presented. Then, an algorithm to perform an autonomous 

flight along a river is described. After that, the experimental method and results where 

the multi-rotor drone flying autonomously along a river by using the single-lens camera 

and the image processing are presented at the end of this chapter. 

Chapter 4 presents a study on 3D map modeling of an environment around a river. 

The experimental method and result in which a multi-rotor drone with a fisheye-lens 

camera captured static photo images and video images of a targeted environment around 

a river are firstly presented. Then, the 3D mapping to create 3D textured maps of the 

captured static photo images and video images is presented. After that, the 3D map 

modeling to create a 3D map model of the environment around the river by using a 3D 

printer is presented at the end of this chapter. 

Finally, chapter 5 presents summary of conclusions of the research. In addition, 

lists of references of reviewed literature and publications as the core of dissertation are 

given at the end of this dissertation. 

 



 

 

8 

 

Chapter 2 

Image Processing to Determine Flying Direction  

Using Photo Images of River Scenes 

 

 

 

 

2.1 Introduction 

Recently, image processing to segment a photo image into multiple parts are used 

in many fields such as, robotic, photographic, medical diagnosis, and so on. The 

development of image processing is supported by the advance of technologies to acquire 

and process digital data such as, digital cameras and image processing softwares. In this 

chapter, a study on image processing to determine flying direction using photo images 

of river scenes captured by a few cameras is presented.  

The purposes of the study presented in this chapter are to develop an algorithm of 

image processing to determine flying direction using photo images of river scenes and 

to perform image processing of photo images of river scenes captured by a few cameras. 

In this study, an algorithm of image processing to determine flying directions of a 

multi-rotor drone was firstly developed. Then, a program computer was written by using 

an open source programming language based on the developed algorithm. After that, 

some experiments to capture photo images of river scenes were carried out by using 

three different cameras. Finally, image processing of the photo images of river scenes 

captured by the three cameras were performed. 
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2.2 Segmentation of River Scenes 

There are three main steps in order to perform the segmentation of river scenes. In 

the first step, an original photo image of a river scene was converted to an HSV image. 

Then, the HSV image was converted to a binary image by adjusting the threshold values 

of HSV parameters of the HSV image. In the second step, the river area was determined 

using the lower part of the binary image. In the third step, the flying direction was 

determined by finding the center point on top side of the river area. Figure 2.1 shows the 

three main steps to perform the segmentation of river scenes. 

 

Fig. 2.1 Three main steps to perform the segmentation of river scenes 

 

2.2.1 Original Photo Images 

Figure 2.2 shows an original photo image of a river scene captured by a camera 

which consists of the sky, some regions such as foliage, foliage reflections and sky 

reflections. The original photo image is an RGB image that is a digital image having 

three channels in each pixel, namely red, green, and blue. Each channel consists of 8-bit 

data of colors. The maximum number of colors that can be displayed in the photo image 

is 256. The original photo image is formed by the reflection of visible light on  surface 

of the river and other objects such as, foliage, mountain and sky. In order to segment the 

river area from the river scene, the original photo image was converted to an HSV 

image, then the HSV image was converted to a binary image representing the river area 

and other areas. 
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Fig. 2.2 Original photo image of a river scene 

 

2.2.2 Binary Images 

Figure 2.3 shows an HSV image converted from the original photo image. The 

original photo image of a river scene captured by the camera was firstly converted to an 

HSV image that is a digital image having three channels in each pixel, namely “hue” 

(colors), “saturation” (grayness), and “value” (brightness). Each channel contains 8-bit 

data of a color, grayness, or brightness.  

In order to detect the river area, the HSV image was converted to a binary image by 

adjusting the minimum and maximum threshold values of the three parameters of the 

HSV image, namely “hue”, “saturation”, and “value”. The value of each parameter was 

stated in a numeral range from 0 to 256. The minimum and maximum threshold values 

of the HSV parameters used to convert the HSV image to the binary image were 0 and 

256 for “hue” parameter, 0 and 47 for “saturation” parameter, and 97 and 241 for 

“value” parameter as shown in Fig. 2.4. The minimum and maximum threshold values 

of “hue” parameter was not adjusted due to that the water of the river almost has no 

color. The most important parameter in this study is the of “value” parameter. 
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Fig. 2.3 HSV image converted from the original photo image 

 

Fig. 2.4 Minimum and maximum threshold values of HSV parameters when converting 

the HSV image to a binary image 

 

The river area was shown in the lower side of the binary image. However, several 

areas that are outside the river area may appear in the upper side of the binary image as 

shown in Fig. 2.5. To overcome this problem, the superfluous areas were removed in 

order to find a clear river area. 
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Fig. 2.5 Binary image converted from the HSV image 

 

2.2.3 River Area Determined Using the Lower Part of the Binary Image 

In the binary image, the river area was shown in the bottom half side. The height of 

the river area was depended on the position of the camera when capturing the original 

photo image. Then, the river area was determined as the bottom part of one-third and 

two-fifths of the whole binary image as shown in Fig. 2.6. The white area was 

considered as the river area and the black area was considered as other areas. 

 

(1) River area determined at the bottom part of one-third of the whole binary image 
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(2) River area determined at the bottom part of two-fifths of the whole binary image 

w : width of the image [pixel] 

h : height of the image [pixel] 

Fig. 2.6 River area determined using the lower part of the whole binary image 

 

2.2.4 Flying Direction Determined on the Upriver side of River Area 

The flying direction was determined by finding the center point of top side of the 

river area, namely upriver side. Firstly, the center point of the bottom side of the whole 

binary image was determined. The coordinate of the center point of the bottom side was 

denoted by P1(x1,y1). Then, the left and right end of the upriver side denoted by Pa and 

Pb were determined as shown in Fig. 2.7. Then, the center point of top side denoted by 

P2 was determined by finding the center point between Pa and Pb. The coordinate of 

center point of top side of the river area was denoted by P2(x2,y2). Furthermore, the 

flying direction was then determined using a line drawn from the center point of bottom 

side of the whole binary image to the center point of top side of the river area as shown 

in Fig. 2.8. The O-xy is the coordinate frame of the binary image. P1(x1,y1) represents 

the current position of the camera and P2(x2,y2) represents the end point of the flying 

direction.  
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O-xy : Image coordinate frame 

Fig. 2.7 The left and right end of top side of the river area found to determine the center 

point of the river area 

 
P1(x1,y1) : current position of camera 

P2(x2,y2) : the end point of flying direction 

Fig. 2.8 Flying direction visualized by a line drawn from P1 to P2 in the river area 

 

2.3 Algorithm of Image Processing 

Figure 2.9 shows the algorithm of image processing to perform the segmentation of 

river scenes. The algorithm was used to segment the river area from the river scene and 

to determine the flying direction on the river area. Firstly, the initial values of HSV 
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parameters were defined. Then, the data of an original photo image of a river scene was 

read. After that, a while loop was created in order to convert the original image to 

binary image with flying direction. The original image was firstly converted to an HSV 

image. Then, the HSV image was converted to a binary image by selecting threshold 

values of the HSV parameters of the HSV image. After that, the superfluous areas in the 

upper side of the binary image were removed. The river area was then determined in the 

lower side of the binary image. Furthermore, the flying direction was determined on the 

river area. Finally, the binary image with flying direction on the river area was shown as 

the result of the image processing. 

The algorithm of image processing to perform segmentation of river scene was then 

written as a computer program by using Microsoft Visual C++ 2010 Express integrated 

with OpenCV (Ver. 2.4.9) that is an open source library of digital image processing. 

The computer program was used to segment the river area from the river scene and to 

determine the flying direction on the river area by using the image processing of photo 

images of river scenes captured by a camera. 
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Fig. 2.9 Algorithm of image processing to perform segmentation of river scenes 
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2.4 Experiments to Capture Photo Images Using a Few Cameras 

2.4.1 Method  

The experiments to capture photo images of river scenes were carried out by using 

three different cameras, namely a single-lens camera, Raspberry Pi Camera, and 

thermographic camera as shown in Fig. 2.10. The photo images of river scenes captured 

by the cameras were then processed by using the developed algorithm presented in 

Section 2.3. After that, the results of the image processing were compared in order to 

determine the best camera for using in this study. 

   

        (a) Single-lens camera          (b) Raspberry Pi Camera          (c) Thermographic camera 

Fig. 2.10 Three cameras used in experiments to capture photo images of river scenes 

In the first experiment, a single-lens camera having a wide angle of 92 [] was used 

to capture photo images of river scenes. Firstly, the single-lens camera was connected to 

the mainboard of AR. Drone 2.0. The mainboard and a tablet computer installing a 

software to operate the single-lens camera were connected each other through a wireless 

connection (Wi-Fi) as shown in Fig. 2.11. Then, capturing commands were sent from 

the tablet computer to the mainboard through the Wi-Fi. After that, photo images of 

river scenes were captured by the single-lens camera and sent to the tablet computer 

through the Wi-Fi. The photo images of river scenes were saved in the memory of the 

tablet computer in JPEG format files.  
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Fig. 2.11 Signal flow of system used in the experiment in which a single-lens camera 

captures photo images of river scenes  

 

 

Fig. 2.12 Single-lens camera connected to the main board of AR.Drone 2.0 attached to a 

stick holded by a person in the center of a river in an experiment to capture photo 

images of river scenes 
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Figure 2.12 shows the single-lens camera connected to the mainboard of AR. Drone 

2.0 attached to a stick holded by a person standing in the center of a river in an 

experiment to capture photo images of river scenes. The position of the single-lens 

camera was 2 [m] above the surface of the river. The tablet computer used to operate the 

single-lens camera and to save the photo images captured by the single-lens camera was 

holded by a person standing at the riverside. 

In the second experiment, a Raspberry Pi Camera that is a near-infrared camera was 

used to capture photo images of river scenes. The Raspberry Pi Camera was connected 

to the Raspberry Pi mainboard by using a Camera Serial Interface (CSI-2) connector. 

Then, a memory card installing a software to operate the Raspberry Pi Camera was 

installed in the Raspberry Pi mainboard. The software runs on Raspbian as the operating 

system. The Raspberry Pi mainboard was then connected to a personal computer by 

using a network cable as shown in Fig. 2.13. 

 

 

Fig. 2.13 Raspberry Pi Camera attached to Raspberry Pi mainboard connected to a 

personal computer used in experiment to capture photo images of river scenes 
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In the networking system, the Raspberry Pi mainboard was used as the client and 

the personal computer was used as the server. Two softwares were used to establish the 

networking system: Xming X Server 6.9.0.31 and Putty. The specification of processor 

of the personal computer is Intel Core i3 U380 @ 1.33 GHz and the capacity of RAM is 

2.00 GB.  

In the third experiment, the Thermo Shot Camera F30W that is a thermographic or 

infrared camera was used to capture photo images of river scenes. The thermographic 

camera was equipped with two lenses, namely a standard-size-lens and a small-lens as 

shown in Fig. 2.14. Infrared light were used by the standard-size-lens and visible light 

were used by the small-lens to form a photo image. The range of temperature where the 

standard-size-lens captures an infrared image is from -20 to 350
 
[C] with accuracy of 

0.2
 
[C]. Since the temperature of environment in the morning and afternoon were 

different, the experiments to capture RGB and infrared images of river scenes by using 

the thermographic camera were carried out in those two different time. After finishing 

the three experiments, the image processing of the photo images captured by the three 

cameras were performed to determine the best camera for using in further experiments. 

 

 

Fig. 2.14 Thermographic camera with two lenses used in the experiment to capture 

photo images of river scenes 
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Figure 2.15 shows the location of experiments to capture photo images of river 

scenes by using the three different cameras. The experiments were carried out on Ishite 

River in Matsuyama city, Ehime Prefecture, Japan. 

 

Fig. 2.15 Location of experiments to capture photo images of river scenes by using 

three different cameras 

2.4.2 Results 

2.4.2.1 Photo Images of River Scenes Captured Using Single-Lens Camera 

Figure 2.16 shows the examples of original photo images of river scenes captured 

by using the single-lens camera. Visible light were used by the single-lens camera to 

form a photo image. Therefore, the photo images of river scenes captured by the single-

lens camera were RGB images. The dimensions of photo images captured by the single-

lens camera were 1280 × 720 [pixels]. It means that the size of each photo image 

captured by the single-lens camera was 0.92 [MB]. The segmentation of river scenes 

was then performed on the original photo images by using the developed algorithm 

presented in Section 2.3. Figure 2.17 shows the binary images converted from the 

original photo ones of river scenes captured by the single-lens camera. It can be seen 

that the river areas were segmented well from the river scenes in the binary images. 
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(1) Original photo image 1 

 

(2) Original photo image 2 

 

(3) Original photo image 3 
 

Fig. 2.16 Examples of original photo images of river scenes captured by the 

single-lens camera 
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(1) Binary image 1 

 

(2) Binary image 2 

 

(3) Binary image 3 

 
 

Fig. 2.17 Binary images converted from the original photo ones of river scenes captured 

by the single-lens camera 
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2.4.2.2 Photo Images of River Scenes Captured Using Raspberry Pi Camera 

Figure 2.18 shows the examples of original photo images of river scenes captured 

by using the Raspberry Pi Camera. Red and infrared light were used by the Raspberry Pi 

Camera to form a photo image. Therefore, the photo images of river scenes captured by 

the Raspberry Pi Camera were near-infrared images. About 100 images of river scenes 

were captured by the Raspberry Pi Camera in the experiments. The segmentation of 

river scenes was then performed on the photo images by using the developed algorithm 

presented in Section 2.3. 

Figure 2.19 shows the binary images converted from the original photo ones of 

river scenes captured by using Raspberry Pi Camera. The dimensions of photo images 

captured by the Raspberry Pi Camera were 2592 × 1944 [pixels]. It means that the size 

of each photo image captured by the Raspberry Pi Camera was 5.0 [MB]. The size of 

the photo image captured by the Raspberry Pi Camera were five times of that captured 

by the single-lens camera. Therefore, the processing time of a photo image captured by 

the Raspberry Pi Camera was also five times of that of a photo image captured by the 

single-lens camera. The condition made the personal computer used to perform the 

image processing worked very hard and needed much time to accomplish the image 

processing. In addition, many superfluous areas were appear in the binary images 

converted from the original photo ones due to that the photo images captured by the 

Raspberry Pi Camera have less colors and brightness. Therefore, good binary images 

were not obtained in the image processing of photo images of river scenes captured by 

the Raspberry Pi Camera. 
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(1) Original photo image 1 

 

(2) Original photo image 2 

 

(3) Original photo image 3 

Fig. 2.18 Examples of original photo images of river scenes captured using 

Raspberry Pi Camera 
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(1) Binary image 1 

 

(2) Binary image 2 

 

(3) Binary image 3 

Fig. 2.19 Binary images converted from the original photo ones of river scenes captured 

using Raspberry Pi Camera 
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2.4.2.3 Photo Images of River Scenes Captured Using Thermographic Camera 

Figures 2.20 and 2.21 show the examples of RGB and infrared images of river 

scenes captured by using the thermographic camera in an experiment carried out in the 

morning. Figures 2.23 and 2.24 show the examples of RGB and infrared images of river 

scenes captured by the thermographic camera in an experiment carried out in the 

afternoon. Visible and infrared light were used to form the photo images captured by the 

thermographic camera (Thermo Shot F30W). Therefore, the photo images captured by 

the thermographic camera were RGB and infrared images. The 162 images of river 

scenes were captured by the thermographic camera in the experiments carried out in the 

morning and afternoon. The dimensions of RGB and infrared images captured by the 

thermographic camera were 1280 × 1024 [pixels] and 320 × 240 [pixels], respectively. 

The infrared images were then converted to binary images by using the developed 

algorithm.  

Figures 2.22 and 2.25 show the binary images converted from the infrared ones 

captured by the standard-size-lens of thermographic camera in the experiment carried out in 

the morning and afternoon, respectively. It can be seen that the binary images converted 

from the infrared ones captured by the thermographic camera in the afternoon were 

better than those converted from the infrared images captured in the morning. The 

temperature of surface of the river and its environment were different in the afternoon 

but almost same in the morning. Therefore, the river areas were segmented well from 

the river scenes using infrared images captured by the thermography camera in the 

afternoon. However, the result shows that the thermographic camera is only good for 

using in the afternoon.  
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(1) RGB image 1 

 
(2) RGB image 2 

 
(3) RGB image 3 

Fig. 2.20 Examples of RGB images of river scenes captured by the small-lens of 

thermographic camera in the experiment carried out in the morning 
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(1) Infrared image 1 

 
(2) Infrared image 2 

 
(3) Infrared image 3 

Fig. 2.21 Examples of infrared images of river scenes captured by the standard-size-lens of 

thermographic camera in the experiment carried out in the morning 
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(1) Binary image 1 

 
(2) Binary image 2 

 
(3) Binary image 3 

Fig. 2.22 Binary images converted from the infrared ones captured by the standard-size-

lens of thermographic camera in the experiment carried out in the morning 
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(1) RGB image 1 

 
(2) RGB image 2 

 
(3) RGB image 3 

Fig. 2.23 Examples of RGB images of river scenes captured by the small-lens of 

thermographic camera in the experiment carried out in the afternoon 
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(1) Infrared image 1 

 
(2) Infrared image 2 

 
(3) Infrared image 3 

Fig. 2.24 Examples of infrared images of river scenes captured by the standard-size-lens of 

thermographic camera in the experiment carried out in the afternoon 
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(1) Binary image 1 

 
(2) Binary image 2 

 
(3) Binary image 3 

Fig. 2.25 Binary images converted from the infrared ones captured by the standard-size-

lens of thermographic camera in the experiment carried out in the afternoon 
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After finishing the segmentation of river scenes using the photo images captured by 

the three cameras, the results were compared to determine the best camera for using in 

further experiments. It can be seen that the binary images converted from the photo 

images captured by the single-lens camera were better than those captured by the 

Raspberry Pi Camera and the thermographic camera. Therefore, the single-lens camera 

was selected for using in flying experiments performed by a multi-rotor drone.  

 

2.5 Experiments to Capture Videos Using a Single-Lens Camera 

 

After finishing the image processing of photo images of river scenes, experiments to 

capture videos of river scenes were carried out by using the single-lens camera. After 

that, image processing to determine the flying directions using the video images of river 

scenes were performed. 

2.5.1 Method  

The method used in the experiments to capture video images of river scenes are 

same as that used in the experiments to capture photo images of river scenes by using 

the single-lens camera. In the experiments, the single-lens camera connected to the 

mainboard of AR. Drone 2.0 was attached to a stick holded by a person walking in the 

center of a river. Then, videos of river scenes were captured by using the single lens 

camera and then sent to the tablet computer through a wireless connection (Wi-Fi). 

Then, videos of river scenes were saved in the memory of the tablet computer in 3GP 

format files. 

Experiments to capture videos of river scenes by using the single-lens camera 

mounted on the multi-rotor drone were carried out in three different weather, namely 
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cloudy, sunny, and very sunny. After finishing the experiments, the image processing of 

video images captured by the single-lens camera in the three different weather were 

performed by using a personal computer. 

 

2.5.2 Results 

The rate of capturing of video images of river scenes by the single-lens camera was 

30 [fps]. It means that thirty video images were captured by the single-lens camera in 

every second. Then, the rate of image processing on video images of river scenes 

captured by the single-lens camera was 1 [fps]. It means that one of thirty video images 

captured by the single-lens camera was processed in every second by the personal 

computer.  

Examples of video images captured by the single-lens camera in an experiment carried 

out in cloudy weather and binary images converted from the video ones are shown in 

Figs. 2.26 and 2.27, respectively. Then, examples of video images captured by the single-

lens camera in an experiment carried out in sunny weather and binary images converted 

from the video ones are shown in Figs. 2.28 and 2.29, respectively. Then, examples of 

video images captured by the single-lens camera in an experiment carried out in very sunny 

weather and binary images converted from the video ones are shown in Figs. 2.30 and 

2.31, respectively. In the binary images converted from the video ones captured by the 

single-lens camera in very sunny weather, many superfluous areas were appeared due to the 

existence of many foliage reflections on the video images. Therefore, the flying directions 

could not be determined well when a lot of superfluous areas were appeared on the binary 

image as shown in Fig. 2.31 (c).  
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(a) t = 10.0 [s] 

 

(b) t = 20.0 [s] 

 

(c) t = 30.0 [s] 

Fig. 2.26 Examples of video images of river scenes captured by the single-lens camera in 

an experiment carried out in cloudy weather 
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(a) t = 10.0 [s] 

 

(b) t = 20.0 [s] 

 

(c) t = 30.0 [s] 

Fig. 2.27 Binary images converted from the video ones captured by the single-lens 

camera in an experiment carried out in cloudy weather 
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(a) t = 10.0 [s] 

 

(b) t = 20.0 [s] 

 

(c) t = 30.0 [s] 

Fig. 2.28 Examples of video images of river scenes captured by the single-lens camera in 

an experiment carried out in sunny weather 
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(a) t = 10.0 [s] 

 

(b) t = 20.0 [s] 

 

(c) t = 30.0 [s] 

Fig. 2.29 Binary images converted from the video ones captured by the single-lens 

camera in an experiment carried out in sunny weather 
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(a) t = 10.0 [s] 

 

(b) t = 20.0 [s] 

 

(c) t = 30.0 [s] 

Fig. 2.30 Examples of video images of river scenes captured by the single-lens camera in 

an experiment carried out in very sunny weather 
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(a) t = 10.0 [s] 

 

(b) t = 20.0 [s] 

 

(c) t = 30.0 [s] 

Fig. 2.31 Binary images converted from the video ones captured by the single-lens 

camera in an experiment carried out in very sunny weather 
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2.6 Conclusions 

The summary of the results is shown below. 

(1) Firstly, the algorithm of image processing to segment the river area from the river 

scenes and to determine the flying direction had been developed in this study. 

(2) Then, the experiments to capture photo images of river scenes by using three 

different cameras, namely the single-lens, Raspberry Pi, and thermographic 

cameras had been carried out. 

(3) Furthermore, the segmentation of river scenes had been performed by using the 

image processing of the photo images of river scenes captured by the cameras. The 

result of segmentation shows that the binary images converted from the photo 

images captured by the single-lens camera were better than those captured by the 

Raspberry Pi and thermographic cameras. 
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Chapter 3 

Multi-Rotor Drone with a Single-Lens Camera  

to Fly Autonomously Along a River 

 

 

 

 

 

 

 

 

 

 

 

3.1 Introduction 

The purposes of the study presented in this chapter are to develop an algorithm of 

image processing to determine flying directions of a multi-rotor drone using photo 

images of river scenes and to make a multi-rotor drone perform autonomous flights 

along a river using a single-lens camera and the image processing. In this study, an 

algorithm to perform an autonomous flight along a river was firstly developed. Then, 

flying experiments where a multi-rotor drone, namely AR. Drone 2.0 (Parrot) performed 

autonomous flights along a river were carried out.  

Flying experiments where the multi-rotor drone performed manual flights were 

firstly carried out under off-line and with real-time image processing performed by a 

personal computer. Then, the algorithm to perform an autonomous flight was installed 

into the personal computer. After that, flying experiments where the multi-rotor drone 

performed autonomous flights along a river by using the single-lens camera and the 

image processing were carried out. 
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3.2 Flying Experiments Using a Multi-Rotor Drone Flight-Controlled Manually 

3.2.1 Method 

Figure 3.1 shows the multi-rotor drone (AR. Drone 2.0 (Parrot)) used in the 

experiments to perform manual flights. In the flying experiments, the multi-rotor drone 

was equipped with styrofoams in order to protect the multi-rotor drone from wetting by 

water. A styrofoam was attached on the top side of the multi-rotor drone and two 

parallel styrofoams under the bottom side of the multi-rotor drone.  

Figure 3.2 shows the configuration of the multi-rotor drone. The two cameras, 

namely front and bottom cameras were mounted on the multi-rotor drone and connected 

to the main microprocessor. Then, the microprosessor was connected to the wireless 

connection (Wi-Fi) chipset. The multi-rotor drone was also equipped with some 

navigation sensors such as, a magnetometer, altimeter, gyroscope, accelerometer, and 

ultrasonic sensor. The multi-rotor drone was also equipped with four Electronic Speed 

Controllers (ESCs) to control the rotational speed of the four motors.  

 

Fig. 3.1 Photo image of the multi-rotor drone (AR. Drone 2.0 (Parrot)) with a single-

lens camera and styrofoams to protect the drone from wetting by water 
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Fig. 3.2 Configuration of the multi-rotor drone (AR.Drone 2.0 (Parrot)) used 

in the experiments to perform manual flights 

In the flying experiments, a personal computer operated by a person was used to 

control the multi-rotor drone and to perform the image processing. The specification of 

processor of the personal computer is Intel Core i3 U380 @ 1.33 GHz and the capacity 

of RAM is 2.00 GB. The multi-rotor drone and the personal computer were connected 

each other through the Wi-Fi as shown in Fig. 3.3. The maximum distance that the Wi-

Fi can reach was 50 [m]. Furthermore, the program having the algorithms to perform a 

manual flight and the image processing developed by authors was installed inside the 

personal computer.  

Firstly, flying commands were sent by the personal computer to the multi-rotor 

drone so that it can perform the manual flight over a river. Then, original photo images 

of river scenes were captured by the single-lens camera (front camera) installed on the 

multi-rotor drone. After that, the photo image data were automatically sent by the multi-

rotor drone to the personal computer through the Wi-Fi. The photo images were then 

saved in the memory of the personal computer.  
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Fig. 3.3 Signal flow of system used in experiments by using a multi-rotor drone flight-

controlled manually 

Figure 3.4 shows the path and three consecutive stages of the flight in experiments 

using a multi-rotor drone flight-controlled manually. The three consecutive stages 

consist of flights from the start position to the center of the river (Stage 1), along the 

river (Stage 2) and from the center of the river to the end position (Stage 3). 

 

Red line   : Flight path 

① : Start position at the riverside 

④  : End position at the riverside 

① – ②  : Stage 1 (Manual flight from the start position to the center of the river) 

② – ③  : Stage 2 (Manual flight along the river) 

③ – ④  : Stage 3 (Manual flight from the center of the river to the end position) 

Fig. 3.4 Path and three consecutive stages of the flight in experiments using 

a multi-rotor drone flight-controlled manually 
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Figure 3.5 shows the person standing in a river to control the flights performed by 

the multi-rotor drone by using a personal computer installing CV Drone. The CV Drone 

is the Software Development Kit of AR. Drone integrated with Open Source Computer 

Vision (OpenCV). In the personal computer, a program to perform a manual flight and 

image processing was written using the CV Drone.  

 

Fig. 3.5 Person standing in the river to control the flight performed by a multi-rotor 

drone by using a personal computer installing CV Drone 

 

The flying experiments by using a multi-rotor drone flight-controlled manually 

were carried out with two stages of image processing, namely off-line and real-time 

image processing. In the flying experiments with off-line image processing, the image 

processing of captured photo images of river scenes were performed by the personal 

computer after the multi-rotor drone finished its flights. On the other hand, the image 

processing were performed by the personal computer in the same time when the multi-

rotor drone performing its flights in the flying experiments with real-time image 

processing. 
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Firstly, the flying experiments by using the multi-rotor drone flight-controlled 

manually were carried out with off-line image processing. The multi-rotor drone was 

placed on the start position at the riverside to perform a manual flight as shown in Fig. 

3.6. The multi-rotor drone took-off the ground at the riverside, then flewn to the center 

of the river, then flewn along the river to capture photo images of river scenes. Finally, 

the multi-rotor drone landed on the ground at the riverside. The photo images of river 

scenes were saved as videos with AVI format in the personal computer. The image 

processing of the photo images captured by the multi-rotor drone were performed by the 

personal computer after the multi-rotor drone completed the manual flights. 

 

 

Fig. 3.6 Multi-rotor drone on the start position at the riverside in a flying experiment to 

perform a manual flight with off-line image processing 
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Then, the flying experiments by using the multi-rotor drone flight-controlled 

manually were carried out with real-time image processing. The stages of flights 

performed by the multi-rotor drone in flying experiments with real-time image 

processing were same as those of off-line image processing. The different thing is that 

the image processing of photo images of river scenes captured by the multi-rotor drone 

were performed by the personal computer in the same time when the multi-rotor drone 

capturing the photo images of river scenes. The results of the image processing were 

recorded by another camera holded by a person standing in the center of the river. 

The rate of capturing photo images of the single-lens camera mounted on the multi-

rotor drone was 30 [fps]. It means that thirty photo images of river scenes were captured 

by the single-lens camera in every second. The photo images of river scenes captured by 

the single-lens camera were saved as videos with AVI format in the personal computer.  

 

3.2.2 Results 

3.2.2.1 Off-Line Image Processing 

Figure 3.7 shows the result of off-line image processing of photo images of river 

scenes captured by the single-lens camera mounted on the multi-rotor drone. The rate of 

off-line image processing of the photo images was 2 [fps]. It means that two of thirty 

photo images of river scenes captured by the single-lens camera were processed by the 

personal computer in every second. The image processing were performed by the 

personal computer after the multi-rotor drone completed the autonomous flight. The 

flying directions were found on the binary images by using the image processing as 

shown in Fig. 3.7. 
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(1) t = 25.0 [s] 

 

 

(2) t = 45.0 [s] 

 

 

(3) t = 80.0 [s] 

 

 

(4) t = 120.0 [s] 
 

Fig. 3.7 Result of off-line image processing of photo images of river scenes captured by 

the single-lens camera mounted on the multi-rotor drone 
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3.2.2.2 Real-Time Image Processing 

Figure 3.8 shows the result of real-time image processing of photo images of river 

scenes captured by the single-lens camera mounted on the multi-rotor drone. In the 

flying experiments with real-time image processing, the algorithm used to perform 

segmentation of river scenes was improved in order to increase the rate of image 

processing. Then, the rate of real-time image processing was 3 [fps]. It means that three 

of thirty photo images of river scenes captured by the single-lens camera were 

processed by the personal computer in every second.  

The image processing were performed by the personal computer holded by a person 

standing in the  river. Therefore, many reflections of person and trees existing around 

the river were appeared on the screen of the personal computer performing the image 

processing. The flying directions were found by using the image processing as shown in 

Fig. 3.8 (1), 3.8 (2), and 3.8 (3). However, sometimes many superflous areas were 

appeared in the lower side of the binary image. Therefore, the personal computer 

sometimes could not find correctly the flying direction due to the appearance of the 

superflous areas as shown in Fig. 3.8 (4). Then, the algorithm of image processing were 

improved in order to obtain better results in further flying experiments.   
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(1) t = 35.0 [s] 

 

(2) t = 37.0 [s] 

 

(3) t = 47.0 [s] 

 

(4) t = 51.0 [s] 

 

Fig. 3.8 Result of real-time image processing of photo images of river scenes captured 

by the single-lens camera mounted on the multi-rotor drone 
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3.3 Algorithm for Autonomous Flight Along a River 

In order to perform an autonomous flight along a river, an algorithm consisting of 

three consecutive stages, namely flying to the river (1st stage), flying along the river 

(2nd stage), and flying to the riverside (3rd stage) was developed. The most important 

stage of the algorithm was the second stage. The algorithm of the second stage was 

constructed to perform an autonomous flight a long a river. Therefore, the algorithm of 

the second stage was developed by considering the result of image processing on photo 

images of river scenes. As for the first and third stages, the algorithm of those stages 

were developed without image processing.  

 

3.3.1 Flying to the River 

Figure 3.9 shows the algorithm for the first stage of flight, namely flying to the 

river. In this stage, the multi-rotor drone is controlled manually to fly from the riverside 

to the center of the river. Firstly, the linier velocity in x-direction and z-direction, and 

the angular velocity in z-direction of the multi-rotor drone are defined. The linier 

velocity in x-direction of the multi-rotor drone denoted by vx is defined as 0.5 [m/s]. The 

linier velocity in z-direction of the multi-rotor drone denoted by vz is defined as 1.0 

[m/s]. The angular velocity in x-direction of the multi-rotor drone denoted by z is 

defined as 0.5 [rad/s]. Then, the multi-rotor drone takes-off the ground at a riverside and 

flies up to the altitude of 0.8 [m] from the ground. Then, the altitude of the drone is 

increased up to 2.5 [m]. After that, the drone flies to the center of the river and then turn 

to face the upriver side. In that position, the manual mode is changed to autonomous 

mode in order to perform the second stage of the flight. 
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Fig. 3.9 Algorithm for the first stage of flight (flying to the river) 

 

3.3.2 Flying Along the River 

Figure 3.10 shows the algorithm for the second stage of the flight, namely flying 

along the river. In this stage, the flight time of the multi-rotor drone to perform the 

second stage, width of the binary image, linier velocity in x-direction of the multi-rotor 

drone, and proportional constant are firstly defined. The flight time of the multi-rotor 

drone to perform the second stage denoted by t23 is defined as 150 [s]. The width of the 

binary image denoted by w is defined as 640 [pixel]. The linier velocity in x-direction of 

the multi-rotor drone vx is defined as 0.6 [m/s]. The proportional constant denoted by Kp 

is defined as 0.5 [rad/s]. The angular velocity in z-direction of the multi-rotor drone z 

is calculated by using the value of x-coordinate of the end point coordinates of the 

flying direction found using the image processing, namely x2. After that, a certain range 

of z is enforced to zero in order to avoid unstable condition of the multi-rotor drone. 

Finally, the multi-rotor drone autonomously flies along the river with the linier velocity 

in x-direction vx and the angular velocity in z-direction z until the flight time reaches 
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t23. At the end of the second stage, the multi-rotor drone performs hovering for some 

seconds in order to perform the third stage. 

 

Fig. 3.10 Algorithm for the second stage of flight (flying along the river) 

 

3.3.3 Flying to the Riverside 

Figure 3.11 shows the algorithm for the third stage of the flight, namely flying to 

the riverside. In this stage, the flight time of the multi-rotor drone to perform the third 

stage, linier velocity in x-direction of the multi-rotor drone, and angular velocity in z-

direction of the multi-rotor drone are firstly defined. The flight time of the multi-rotor 

drone to perform the third stage denoted by t34 is defined as 60 [s]. The linier velocity in 

x-direction of the multi-rotor drone vx is defined as 0.5 [m/s]. The angular velocity in z-

direction of the multi-rotor drone z is defined as 0.5 [rad/s]. Then, the multi-rotor 

drone autonomously turns to face the riverside with the fixed vx and z and then flies to 
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the riverside with the vx. Finally, the drone lands on the ground at the riverside to 

complete the autonomous flight a long a river. 

 

Fig. 3.11 Algorithm for the third stage of flight (flying to the riverside) 

The algorithms of image processing presented in Section 2.3 and the autonomous 

flight presented in this section were then written as a computer program to perform an 

autonomous flight along a river by using CV Drone that is the Software Development 

Kit of AR.Drone 2.0. 

 

3.4 Flying Experiments Using a Multi-Rotor Drone Flight-Controlled Autonomously  

3.4.1 Method 

Figure 3.12 shows the photo image of a multi-rotor drone (AR.Drone 2.0 (Parrot)) 

used in the flying experiments to perform autonomous flights. The experiments where 

the multi-rotor drone performs autonomous flights along a river were carried out on 

three different shapes of rivers, namely a straight river, a curved river with a large slope, 

and a curved river with a small slope. The multi-rotor drone with two parallel 

styrofoams attached at the bottom side of the drone was used in the flying experiments 
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carried out on the straight river and the curved river with a large slope as shown in Fig. 

3.12 (a). In the flying experiments carried out on the curved river with a small slope, the 

multi-rotor drone with new parallel styrofoams as shown in Fig. 3.12 (b) was used. The 

position of the two parallel styrofoams were shifted to outside the work area of the 

propellers of the multi-rotor drone in order to minimize the air resistance appeared 

below the propellers when the propellers is rotating. 

  

                     (a) with old styrofoams                                    (b) with new styrofoams 

Fig. 3.12 Photo images of the multi-rotor drone (AR. Drone 2.0 (Parrot)) used in the 

flying experiments to perform autonomous flights along a river 

 

In the flying experiments using the multi-rotor drone flight-controlled 

autonomously, a personal computer was used to perform real-time image processing. 

The multi-rotor drone and the personal computer were connected each other through the 

Wi-Fi as shown in Fig. 3.13. The maximum distance that the Wi-Fi can reach was 50 

[m]. Furthermore, the program having the developed algorithms of the image processing 

and autonomous flight was installed inside the personal computer. The multi-rotor drone 

performs the autonomous flight, while the personal computer performs the image 

processing.  
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Original images of river scenes are captured by the single-lens camera mounted on 

the multi-rotor drone. After that, the image data are automatically sent to the personal 

computer. Then, the image processing are performed by the personal computer to 

determine the flying directions of the multi-rotor drone. The angular velocity in z-

direction of the multi-rotor drone z is depended on the x-coordinate of the end point 

coordinates of the flying direction, namely x2. Then, the angular velocity in z-direction 

z is calculated by the personal computer using the following equation 
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After that, a certain range of z is enforced to zero in order to avoid unstable condition 
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Furthermore, flying motion commands were automatically generated and sent by the 

personal computer to the multi-rotor drone so that the multi-rotor drone can perform an 

autonomous flight. 

 

Fig. 3.13 Signal flow of the flying experiment where the multi-rotor drone performed 

an autonomous flight 
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The flying experiments using the multi-rotor drone flight-controlled autonomously 

were firstly carried out on a straight river, then on a curved river with a large slope, then 

on a curved river with a small slope. The scene of the straight river and the curved 

rivers, where the flying experiments where the multi-rotor drone performs autonomous 

flights, are shown in Fig. 3.14,  Fig. 3.15, and Fig. 3.16, respectively. In the flying 

experiments on the curved river with a small slope, the personal computer used to 

perform real-time image processing was changed with a new one having higher 

specification of processor and memory in order to increase rate of the image processing. 

The specification of processor of the new personal computer is Intel Core i7 451OU @ 

2.00 GHz and the capacity of RAM is 8.00 GB. 

 

 

Fig. 3.14 Scene of the straight river where flying experiments using a multi-rotor drone 

flight-controlled autonomously were carried out 
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Fig. 3.15 Scene of the curved river with a large slope where flying experiments using a 

multi-rotor drone flight-controlled autonomously were carried out 

  

 

Fig. 3.16 Scene of the curved river with a small slope where flying experiments using a 

multi-rotor drone flight-controlled autonomously were carried out 

 



 

 

61 

 

The flying experiments using the multi-rotor drone flight-controlled autonomously 

were carried out with three consecutive stages consisting of flights from the start 

position to the center of the river (Stage 1), along the river (Stage 2) and from the center 

of the river to the end position (Stage 3). The path and three consecutive stages of the 

autonomous flights performed by the multi-rotor drone in the flying experiments carried 

out on the straight river, curved river with a large slope, and curved river with a small 

slope are shown in Fig. 3.17, Fig. 3.18, and Fig. 3.19, respectively. 

 

Yellow line  : Desired flight path (The distance from ② to ③ is 50 [m]) 

① : Start position at the riverside 

④  : End position at the riverside 

① – ②  : Stage 1 (Autonomous flight from the start position to the center of the river) 

② – ③  : Stage 2 (Autonomous flight along the river) 

③ – ④  : Stage 3 (Autonomous flight from the center of the river to the end position) 

(1) – (8)  : Positions of the multi-rotor drone in the flying experiment  

   (Refer to Fig. 3.24) 

Fig. 3.17 Desired path and three consecutive stages of the autonomous flight performed 

by the multi-rotor drone for flying experiments carried out on a straight river 
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Red line   : Desired flight path (The distance from ② to ③ is 100 [m]) 

① : Start position at the riverside 

④  : End position at the riverside 

① – ②  : Stage 1 (Manual flight from the start position to the center of the river) 

② – ③  : Stage 2 (Autonomous flight along the river) 

③ – ④  : Stage 3 (Autonomous flight from the center of the river to the end position) 

Fig. 3.18 Desired path and three consecutive stages of the autonomous flight 

performed by the multi-rotor drone for flying experiments carried out on a curved 

river with a large slope 
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Red line   : Desired flight path (The distance from ② to ③ is 90 [m]) 

① : Start position at the riverside 

④  : End position at the riverside 

① – ②  : Stage 1 (Manual flight from the start position to the center of the river) 

② – ③  : Stage 2 (Autonomous flight along the river) 

③ – ④  : Stage 3 (Autonomous flight from the center of the river to the end position) 

Fig. 3.19 Desired path and three consecutive stages of the autonomous flight performed 

by the multi-rotor drone for flying experiments carried out on the curved river with a 

small slope 

 

Figure 3.20 and Figure 3.21 show the multi-rotor drone holded by a person in the 

center of river to perform an autonomous flight in an experiment carried out on the 

curved rivers with a large and a small slope. In the flying experiments, the Stage 2 of 

the autonomous flight were firstly carried out. In this case, the multi-rotor drone was 

holded by a person in the center of the river as the start position of the multi-rotor drone 

to perform the autonomous flights. Then, the Stage 1 and Stage 2 of the autonomous 

flight were carried out on the curved river with a small slope as shown in Fig. 3.22 and 

Fig. 3.23. 
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Fig. 3.20 Multi-rotor drone holded by a person in the center of river to perform an 

autonomous flight in an experiment carried out on the curved river with a large slope 

 

 

Fig. 3.21 Multi-rotor drone holded by a person in the center of river to perform an 

autonomous flight in an experiment carried out on the curved river with a small slope 
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Fig. 3.22 Scene of a flying experiment carried out on the curved river with a small slope 

using a multi-rotor drone to perform an autonomous flight along a river 

 
Fig. 3.23 Person holding a personal computer performing image processing and 

another person recording a video of an experiment carried out on the curved river 

with a small slope 

 

In the flying experiments carried out on the curved river with a small slope, the 

minimum and maximum threshold values of the “hue” and “saturation” parameters were 

set in the default value, namely 0 and 255. Only the minimum threshold value of the 

“value” parameter was adjusted to segment the river area from the river scenes. The 

minimum and maximum threshold values of the “value” parameter used in the 

experiments were 65 and 255, respectively. 
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3.4.2 Results 

3.4.2.1 Flying Experiment on a Straight River 

Figure 3.24 shows the photo images of the multi-rotor drone performing an 

autonomous flight in an experiment carried out on the straight river. In the experiment, 

the flying to the center of the river (Stage 1) and flying along a river (Stage 2) of the 

autonomous flight were performed by the multi-rotor drone. In the same time, the image 

processing were performed by a personal computer holded by a person in the center of 

the river. 

At the beginning of the Stage 1, the multi-rotor drone was placed at the riverside as 

the start position to perform an autonomous flight as shown in Fig. 3.24(1). Then, the 

multi-rotor drone took-off the start position and performed hovering over the start 

position at the height of 0.8 [m] as shown in Fig. 3.24(2). After that, the multi-rotor 

drone flew to the center of the river as shown in Figs. 3.24(3) and 3.24(4). After reached 

the center of the river, the multi-rotor drone turned to face toward the upriver side. 

Then, the multi-rotor drone performed hovering over the center of the river for some 

seconds.  

Furthermore, the multi-rotor drone performed the Stage 2 of the autonomous flight. 

In the Stage 2, the multi-rotor drone with a single-lens camera flew along the river as 

shown in Figs. 3.24(5), 3.24(6), and 3.24(7). Finally, the multi-rotor drone felled down 

on the surface of the river as shown in Fig. 3.24(8). In this flying experiment, the 

distance that the multi-rotor drone could fly was 50 [m]. The multi-rotor drone couldn’t 

reach the end position because the flight distance might exceed the maximum distance 

that the wireless connection (Wi-Fi) can reach. 
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(1) t = 0.0 [s] 

 
(2) t = 5.0 [s] 

 
(3) t = 10.0 [s] 

 
(4) t = 15.0 [s] 



 

 

68 

 

 
(5) t = 20.0[s] 

 
(6) t = 25.0 [s] 

 
(7) t = 30.0 [s] 

 
(8) t = 33.0 [s] 

Fig. 3.24 Photo images of a multi-rotor drone performing an autonomous flight in an 

experiment carried out on a straight river (Refer to Fig. 3.17) 
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3.4.2.2 Flying Experiment on Curved Rivers 

Figure 3.25 shows the photo images of the multi-rotor drone performing an 

autonomous flight in an experiment carried out on the curved river with a large slope. 

The photo images of the multi-rotor drone were captured by a person standing on the 

right side of the river. In the flying experiments carried out on the curved river with a 

large slope, the multi-rotor drone could not flew well from the riverside to to the center 

of river (Stage 1) due to the large difference of altitude between the riverside and the 

center of the river. Then, experiments where the multi-rotor drone performed the 

autonomous flight along a river (Stage 2) were carried out. In the experiments, the real-

time image processing were performed by a personal computer holded by a person in 

the center of the river. 

Firstly, the multi-rotor drone was holded by a person in the center of the river as the 

start position to perform the autonomous flight along the river as shown in Fig. 3.25(1). 

Then, the multi-rotor drone took-off the start position and performed hovering over the 

start position at the height of 0.8 [m] as shown in Fig. 3.25(2). After that, the multi-rotor 

drone flew along the river as shown in Figs. 3.25(3), 3.25(4), and 3.25(5). Finally, the 

multi-rotor drone felled down on the surface of the river as shown in Fig. 3.25(6). In 

this experiment, the distance that the multi-rotor drone could fly was 10 [m]. The multi-

rotor drone could not fly farther than that distance due to the weak lift force of the 

multi-rotor drone. Therefore, the position of the two parallel styrofoams attached at the 

bottom side of the multi-rotor drone were shifted to outside the work area of the 

propellers in order to get rid of the air resistance when the propellers of the multi-rotor 

drone is rotating. Then, the multi-rotor drone with new position of two parallel 

styrofoams was used in the further flying experiments. 
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(1) t = 0.0 [s] 

 
(2) t = 4.0 [s] 

 
(3) t = 8.0 [s] 
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(4) t = 12.0 [s] 

 
(5) t = 16.0 [s] 

 
(6) t = 20.0 [s] 

Fig. 3.25 Photo images of the multi-rotor drone performing an autonomous flight along a 

river in an experiment carried out on the curved river with a large slope  
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Figure 3.26 shows the photo images of river scenes captured by the single-lens 

camera mounted on the multi-rotor drone when performing an autonomous flight along 

the curved river with a large slope.  

The photo image of a river scene when the multi-rotor drone was being holding at 

the center of the river as the start position is shown in Fig. 3.26(1). Then, the photo 

image of a river scene when the multi-rotor drone was performing a hovering over the 

start position is shown in Fig. 3.26(2). Furthermore, the photo images of river scenes 

when the multi-rotor drone was flying along the curved river are shown in Figs. 3.26(3), 

3.26(4), 3.26(5), and 3.26(6). 

After 10 [s] of the experiment, the data of photo images of river scenes sent by the 

multi-rotor drone to the personal computer could not be saved by the personal computer 

due to the distance between the multi-rotor drone and the personal computer became 

larger. Therefore, in the flying experiments carried out on the curved river with a small 

slope, the personal computer used to perform real-time image processing was changed 

with a new one having higher specification of processor and memory in order to 

increase rate of the image processing. The specification of processor of the new 

personal computer is Intel Core i7 451OU @ 2.00 GHz and the capacity of RAM is 8.00 

GB. 

In the flying experiments carried out on the curved river with a small slope, the 

distance between the multi-rotor drone and the personal computer was kept around 10 

[m] in order to ensure that all data sent by the multi-rotor drone were saved by the 

personal computer. Two results of experiments where the multi-rotor drone performed 

autonomous flights along a river were presented in this research.  
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(1) t = 0.0 [s] 

 
(2) t = 2.0 [s] 

 
(3) t = 4.0 [s] 
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(4) t = 6.0 [s] 

 
(5) t = 8.0 [s] 

 
(6) t = 10.0 [s] 

Fig. 3.26 Photo images of river scenes captured by the single-lens camera mounted on 

the multi-rotor drone when performing an autonomous flight along the curved river with 

a large slope  
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After finishing the flying experiments on the curved river with a large slope, then 

flying experiments on the curved river with a small slope were carried out. Figure 3.27 

shows photo images of the multi-rotor drone performing the flight from ① to ② (Stage 

1) in the first experiment carried out on the curved river with a small slope. The photo 

images of the multi-rotor drone were captured by a person standing on the ground at the 

riverside. At this stage, the multi-rotor drone was controlled manually using the 

personal computer. At the beginning of this stage, the multi-rotor drone took-off the 

start position at the riverside as shown in Fig. 3.27(1). The multi-rotor drone increased 

its altitude and performed hovering over the start position at the height of 0.8 [m] as 

shown in Fig. 3.27(2). After that, the multi-rotor drone increased its altitude up to 2.0 

[m] and then flew to the center of the river as shown in Fig. 3.27(3). After reached the 

center of the river, the multi-rotor drone turned to face toward the upriver side. At this 

position, the manual control mode was changed to autonomous control one and the 

personal computer started the real-time image processing.  

Figure 3.28 shows photo images of the multi-rotor drone performing an 

autonomous flight along a river, photo images of the river scenes captured by the single-

lens camera mounted on the drone, and binary images converted from the photo images 

of the river scenes in the first experiment carried out on the curved river with a small 

slope from ② to ③ (Stage 2). At this stage, the multi-rotor drone autonomously flew 

along the curved river using the single-lens camera and the image processing. At the 

end of the flight, the multi-rotor drone landed on the grass at the riverside. In the 

experiment, the multi-rotor drone could autonomously fly along the curved river using 

the single-lens camera and the image processing as far as 78 [m]. 
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(1) Take off (t = 4 [s]) 

 

(2) Hovering (t = 8 [s]) 

 

(3) Fly to the center of the river (t = 17 [s]) 

Fig. 3.27 Photo images of the multi-rotor drone performing the flight from 

① to ② (Stage 1) in the first experiment carried out on the curved river 

with a small slope 
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(1–1) Flying along a river (t = 30 [s]) 

 

(1–2) Flying along a river (t = 55 [s]) 

 

(1–3) Flying along a river (t = 80 [s]) 
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(2–1) Photo image of the river scene (t = 30 [s])  

 

 (2–2) Photo image of the river scene (t = 55 [s])  

 

 (2–3) Photo image of the river scene (t = 80 [s]) 
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(3–1) Binary image converted from the photo image of the river scene (t = 30 [s]) 

 

(3–2) Binary image converted from the photo image of the river scene (t = 55 [s]) 

 

(3–3) Binary image converted from the photo image of the river scene (t = 80 [s]) 

Fig. 3.28 Photo images of the multi-rotor drone performing an autonomous flight 

along a river, photo images of the river scenes captured by the single-lens camera 

mounted on the drone, and binary images converted from the photo images of the 

river scenes in the first experiment carried out on the curved river with a small slope 

from ② to ③ (Stage 2) 
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After finished the first experiment, then the second experiment on the curved river 

with a small slope was carried out. Figure 3.29 shows photo images of the multi-rotor 

drone performing the flight from ① to ② (Stage 1) in the second experiment carried 

out on the curved river with a small slope. The photo images of the multi-rotor drone 

were captured by a person standing on the ground at the riverside. At this stage, the 

multi-rotor drone was controlled manually using the personal computer. At the 

beginning of this stage, the multi-rotor drone took-off the start position at the riverside 

as shown in Fig. 3.29(1). The multi-rotor drone increased its altitude and performed 

hovering over the start position at the height of 0.8 [m] as shown in Fig. 3.29(2). After 

that, the multi-rotor drone increased its altitude up to 2.5 [m] and then flew to the center 

of the river as shown in Fig. 3.29(3). After reached the center of the river, the multi-

rotor drone turned to face toward the upriver side. At this position, the manual control 

mode was changed to autonomous control one and the personal computer started the 

real-time image processing.  

Figure 3.30 shows photo images of the multi-rotor drone performing an 

autonomous flight along a river, photo images of the river scenes captured by the single-

lens camera mounted on the drone, and binary images converted from the photo images 

of the river scenes in the second experiment carried out on the curved river with a small 

slope from ② to ③ (Stage 2). At this stage, the multi-rotor drone autonomously flew 

along the curved river using the single-lens camera and the image processing. At the 

end of the flight, the multi-rotor drone landed on the grass at the riverside. In this 

experiment, the multi-rotor drone could autonomously fly along the curved river using 

the single-lens camera and the image processing as far as 83 [m]. 
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(1) Take off (t = 3 [s]) 

 

(2) Hovering (t = 6 [s]) 

 

(3) Fly to the center of the river (t = 15 [s]) 

Fig. 3.29 Photo images of the multi-rotor drone performing the flight from 

① to ② (Stage 1) in the second experiment carried out on the curved river 

with a small slope 
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(1–1) Flying along a river (t = 30 [s]) 

 

(1–2) Flying along a river (t = 55 [s]) 

 

(1–3) Flying along a river (t = 80 [s]) 



 

 

83 

 

  

(2–1) Photo image of the river scene (t = 30 [s])  

 

 (2–2) Photo image of the river scene (t = 55 [s])  

 

 (2–3) Photo image of the river scene (t = 80 [s]) 
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(3–1) Binary image converted from the photo image of the river scene (t = 30 [s]) 

 
(3–2) Binary image converted from the photo image of the river scene (t = 55 [s]) 

 
(3–3) Binary image converted from the photo image of the river scene (t = 80 [s]) 

Fig. 3.30 Photo images of the multi-rotor drone performing an autonomous flight 

along a river, photo images of the river scenes captured by the single-lens camera 

mounted on the drone, and binary images converted from the photo images of the 

river scenes in the second experiment carried out on the curved river with a small 

slope from ② to ③ (Stage 2) 
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3.5 Conclusions 

The summary of the results is shown below. 

(1) Firstly, the algorithm to perform an autonomous flight along a river had been 

developed in this study. 

(2) Then, the experiments where the multi-rotor drone performs autonomous flights 

along a river had been carried out. The experimental result shows that the multi-

rotor drone could autonomously fly along the curved river using a single-lens 

camera and the image processing as far as 83 [m]. 
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Chapter 4 

3D Map Modeling of Environment around a River  

 

 

4.1 Introduction 

The purposes of the study presented in this chapter are to create a 3D textured map 

by using image processing of static photo images and video images of an environment 

around a river and a 3D map model of the environment by using a 3D color printer. In 

this study, a flying experiment where a multi-rotor drone with a fisheye-lens camera 

captured static photo images and video images of the targeted environment around the 

river was firstly carried out. Then, image processing consisting of five main stages were 

performed by using a photogrammetric image processing software (Agisoft PhotoScan 

Professional ver.1.1). In the first stage, the captured images were loaded to the 

workspace pane of the Agisoft PhotoScan. In the second stage, the images were aligned 

in order to find matching points between overlapping images. The positions and 

orientations of the images were estimated and “sparse point clouds” were built by the 

Agisoft PhotoScan based on the matching points. In the third stage, “dense point 

clouds” were built by using the estimated positions and orientations and the “sparse 

point clouds”. In the fourth stage, polygonal meshes were built by using the “dense 

point clouds”. In the fifth stage, 3D textured maps were built by using the polygonal 

meshes. A thickened 3D map was then built by using the 3D textured map of the static 

photo images. Finally, the 3D map model of the environment around the river was 

created by using the thickened 3D map and a 3D color printer (IRIS 3D printer). 
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4.2 Flying Experiment Using a Multi-Rotor Drone with a Fisheye-Lens Camera 

4.2.1 Method 

Figure 4.1 shows the multi-rotor drone (Parrot Bebop Drone) with a fisheye-lens 

camera used in the study presented in this chapter. The multi-rotor drone equips with a 

fisheye-lens camera, a memory card, and a GPS. Static photo images and video images 

of an environment around a river are captured by the fisheye-lens camera mounted in 

the front side of the multi-rotor drone and stored in the memory card mounted inside the 

multi-rotor drone. In addition, 3D coordinates of the multi-rotor drone’s positions when 

capturing the static photo images are measured by the GPS mounted inside the multi-

rotor drone. 

   

(a) top view                                                  (b) front view 

Fig. 4.1 Multi-rotor drone (Parrot Bebop Drone) with a fisheye-lens camera 

 

Figure 4.2 shows the targeted environment around a river that is used in this study. 

The environment is located in a considerable distance from resident’s houses, namely 

around 150 [m]. The environment used in the experiment consists of a curved river with 

the average width of 5 [m], bush and farmlands at both sides of the river. The static 

photo images and video images of the environment are captured using a fisheye-lens 
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camera mounted on the multi-rotor drone with a resolution of 14 [Mpx] and a field of 

view of 180 []. With the large field of view, the fisheye-lens camera mounted on the 

multi-rotor drone (Parrot Bebop Drone) can capture images of wide areas of targeted 

environment.  

 

Fig. 4.2 Environment around a river that is used in this study 

Figure 4.3 shows the positions where static photo images and video images of the 

environment around the river are captured by the fisheye-lens camera mounted on the 

multi-rotor drone in two straight lines. The drone firstly performed a flight to capture 

static photo images and video images in the first line. After finishing the flight in the 

first line, the multi-rotor drone repeated the flight in the second line which parallels to 

the first one. The 3D coordinates of positions to capture the images were measured by 

the GPS and saved in the memory card mounted inside the multi-rotor drone. 
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● :  Positions to capture static photo images and video images 

Fig. 4.3 Positions where static photo images and video images were captured by the 

fisheye-lens camera mounted on the multi-rotor drone 

 

Figure 4.4 shows the scene in which static photo images and video images of the 

environment around the river were captured by the fisheye-lens camera installed on the 

Parrot Bebop Drone flight-controlled manually. The tablet computer to control the 

multi-rotor drone communicated with the multi-rotor drone through a wireless 

connection (Wi-Fi). The maximum distance that the Wi-Fi can reach is 150 [m].  

Firstly, the multi-rotor drone took off the ground at the riverside. Then, the altitude 

of the multi-rotor drone was increased until 15 [m]. At the altitude, the multi-rotor drone 

carried out a hovering for several seconds. After that, the multi-rotor drone performed 

the flights to capture the static photo images and video images of the environment 

around the river in the two straight lines. The static photo images were captured in every 

6 [s]. The 3D coordinates of the multi-rotor drone’s positions when capturing the static 

photo images were measured by the GPS. Then, the static photo images with 3D 
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coordinate data were saved in the memory card mounted inside the drone. The video 

images were captured in 30 [fps]. However, the video images were saved without 3D 

coordinates of the drone’s positions when capturing the video images. 

 

Fig. 4.4 Scene in which static photo images and videos images of the environment 

around the river were captured by the fisheye-lens camera installed on the Parrot Bebop 

Drone flight-controlled manually 

 

4.2.2 Result 

4.2.2.1 Static Photo Images of an Environment around a River 

Figure 4.5 shows the examples of overlapping static photo images of the 

environment around the river captured in every 6 [s] by the fisheye-lens camera 

mounted on the multi-rotor drone. There are 45 overlapping static photo images 

captured and saved as JPEG format in the flying experiment. The length and the width 

of the static photo images are 1,920 [pixels] and 1,088 [pixels], respectively. Each static 

photo image is overlapping by 80 % with the adjacent photo image. 
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(a) t = 13 [s] 

 
 (b) t = 19 [s] 

 
(c) t = 25 [s] 

 
 (d) t = 31 [s] 

Fig. 4.5 Examples of overlapping static photo images of the environment around the river 

captured in every 6 [s] by the fisheye-lens camera mounted on the multi-rotor drone  
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4.2.2.2 Video Images of an Environment around a River 

Figure 4.6 shows the examples of overlapping video images of the environment 

around the river captured by the fisheye-lens camera mounted on the multi-rotor drone 

in the flying experiment. The 89 overlapping video images were extracted from the two 

videos captured by the fisheye-lens camera on the two parallel path of flight.  

The video images were slightly different with the static photo images captured by 

the fisheye-lens camera in the flying experiment. The length and the width of the video 

images are 1,920 [pixels] and 1,080 [pixels], respectively while those of the static photo 

images are 1,920 [pixels] and 1,088 [pixels], respectively. The dimension of the video 

images were a bit smaller than those of the static photo images captured by the fisheye-

lens camera. In addition, the file size of the video images were also a bit smaller than 

those of the static photo images. Then, unlike the static photo images, the video images 

extracted from the videos captured by the fisheye-lens camera do not have 3D 

coordinate data of multi rotor drone’s position when capturing the video images. Based 

on those conditions, it is reasonable that the qualities of the static photo images were 

better than that of the video images. 
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(a) Frame No. 23 

 
 (b) Frame No. 24 

 
(c) Frame No. 60 

 
(d) Frame No. 61 

Fig. 4.6 Examples of overlapping video images extracted from videos of environment 

around the river captured by the fisheye-lens camera mounted on the multi-rotor drone  
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4.3 3D Mapping Using Image Processing of Static Photo Images and Video Images 

In order to build 3D textured maps of the environment around the river, the 

captured static photo images and video images were processed by using the Agisoft 

PhotoScan Professional (Ver.1.1). There are five consecutive stages in the 3D mapping, 

namely the loading and the aligning the images, the building the “dense point clouds”, 

the polygonal meshes, and the 3D textured maps as shown in Fig. 4.7. The image 

processing were performed using the commands in the “Workflow” menu of the 

Agisoft. 

 

Fig. 4.7 Five consecutive stages in the 3D mapping to create 3D textured maps using 

static photo images and video images of river scenes 

4.3.1 Loading Images 

Firstly, two project files of Agisoft PhotoScan were opened to process the static 

photo images and the video images of the environment around the river. Then, the 45 

overlapping static photo images were loaded to the workspace pane in the first project 

file. The 3D coordinates of the multi-rotor drone’s positions when capturing the static 
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photo images measured by the GPS were detected by the Agisoft. After that, the 

positions of the multi-rotor drone when capturing the 45 static photo images displayed 

in two lines in the model pane of the Agisoft as shown in Fig. 4.8. Based on the 

positions, 18 static photo images having no overlapping area with the static photo 

images in the other line were removed from the workspace pane. 

In order to obtain good result, the static photo images were calibrated by the 

Agisoft. In the tools menu of the Agisoft, the “camera calibration” was selected. Then, 

the type of camera was selected in the drop down menu of the “camera type”. There are 

three types of camera in the menu, namely “frame”, “fisheye”, and “spherical”. Then, 

the “fisheye” was selected in this stage.  

 

: Positions to capture static photo images 

O-XYZ: Global coordinate frame 

Fig. 4.8 Positions of the multi-rotor drone when capturing the forty-five static photo 

images displayed in two lines in the model pane of the Agisoft 

Furthermore, the 89 overlapping video images of the environment around the river 

were loaded to the workspace pane in the second project file. However, there was no 

figure of positions to capture the video images displayed in the model pane due to that 

the video images do not have 3D coordinates of the positions. 
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4.3.2 Aligning Images 

In this stage, the loaded static photo images and video images were aligned by the 

Agisoft in order to estimate the positions and the orientations of those images and to 

build “sparse point clouds” as the initial data of 3D textured maps. The accuracy of the 

positions and the orientations of those images was chosen by selecting an accuracy level 

from the “Accuracy” menu of the Agisoft. There are three levels of accuracy in the 

“Accuracy” menu, namely “high”, “medium”, and “low”. Then, the “medium” accuracy 

level was selected in this stage in order to reduce the complexity of the surface of 3D 

textured maps and to reduce the processing time of those images. 

After completing the alignment parameters, the alignment process were started by 

the Agisoft. The point data of the static photo images were firstly detected by the 

Agisoft. Then, the point data of each static photo image were compared to their adjacent 

ones in order to detect matching points between the two static photo images. After that, 

the matching points and 3D coordinate data were used to estimate the positions and the 

orientations of static photo images and to build a “sparse point cloud”. The 7,698 points 

were generated in the “sparse point cloud” of the static photo images. 

On the other hand, the same process to build a “sparse point cloud” was performed 

by the Agisoft using the video images. Due to the absence of 3D coordinate data, only 

the point data of the video images were used to estimate the positions and the 

orientations of video images and to build a “sparse point cloud”. The 8,240 points were 

generated in the “sparse point cloud” of the video images. Figure 4.9 shows the 

estimated positions and orientations of the 27 static photo images and the 89 video 

images shown by the squares and the “sparse point clouds” below the positions 

displayed in the model pane of the Agisoft. 
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(a) Using twenty-seven static photo images 

 
(b) Using eighty-nine video images 

 

O-XYZ: Global coordinate frame 

O-xyz: Image coordinate frame 

: Square, : Number of image, : Sparse point cloud 

Fig. 4.9 Estimated positions and orientations of static photo images and video images 

shown by the squares and the sparse point clouds below the positions displayed in the 

model pane of the Agisoft 
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The “sparse point clouds” were 3D point data built from the 2D static photo images 

and video images. The points were the matching points found by the Agisoft after 

compared the data of the 2D static photo images and video images. Due to the number 

of the video images was larger than that of the static video images, the number of 

matching points found after compared the data of the video images was larger than that 

found after compared the data of the static photo images.  

Furthermore, the qualities of the 27 static photo images and the 89 video ones were 

estimated by the Agisoft by using the point data of the images. The quality of an image 

is treated by a numerical value in a range from 0.000 to 1.000 where a large value 

means high quality. The images whose qualities are less than 0.500 are not feasible in 

using for further stages.  

To perform the image quality estimation, all images in the photos pane of the 

Agisoft were firstly selected. Then, the quality estimation was performed by selecting 

“Estimate Image Quality” in the “Context” menu of the Agisoft. As the result, the 

qualities of the static photo images and the video ones were shown in “Quality” column 

on the Photos pane of the Agisoft.  

Table 4.1 and 4.2 shows the qualities of the 27 static photo images and 89 video 

images captured by the fisheye-lens camera estimated by the Agisoft. The result of the 

image quality estimation shows that the qualities of the static photo images and the 

video ones were more than 0.500. The average qualities of the static photo images and 

the video ones were 0.779 and 0.766, respectively. It means that the whole images 

captured by the fisheye-lens camera were feasible to use them for further stages. Then, 

the average quality of the static photo images was higher than the video ones.  
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Table 4.1 Qualities of the twenty-seven static photo images 

captured by the fisheye-lens camera analyzed by the Agisoft 

Image Number Image Quality 

1 0.745083 

2 0.743067 

3 0.735803 

4 0.745009 

5 0.753286 

6 0.803459 

7 0.809441 

8 0.812982 

9 0.826883 

10 0.801322 

11 0.827492 

12 0.834738 

13 0.772399 

14 0.722790 

15 0.728472 

16 0.729319 

17 0.742430 

18 0.765186 

19 0.799133 

20 0.843583 

21 0.808682 

22 0.827436 

23 0.811727 

24 0.740953 

25 0.766224 

26 0.787132 

27 0.766841 

Average 0.779662 
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Table 4.2 Qualities of the eighty-nine video images captured by 

the fisheye-lens camera analyzed by the Agisoft 

Image Number Image Quality 

1 0.814737 

2 0.823035 

3 0.820135 

4 0.792666 

5 0.785837 

6 0.768261 

7 0.770142 

8 0.772941 

9 0.753259 

10 0.740550 

11 0.714179 

12 0.711131 

13 0.721076 

14 0.707799 

15 0.701586 

16 0.697519 

17 0.712061 

18 0.709344 

19 0.714943 

20 0.694715 

21 0.697750 

22 0.727151 

23 0.724875 

24 0.730003 

25 0.724116 

26 0.725415 

27 0.728170 

28 0.763218 

29 0.765347 

30 0.762360 
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Image Number Image Quality 

31 0.767900 

32 0.764077 

33 0.806768 

34 0.799969 

35 0.783147 

36 0.786612 

37 0.787240 

38 0.801032 

39 0.789796 

40 0.807089 

41 0.800883 

42 0.795212 

43 0.803891 

44 0.803213 

45 0.798060 

46 0.823472 

47 0.815056 

48 0.799072 

49 0.815814 

50 0.798883 

51 0.796868 

52 0.795996 

53 0.756932 

54 0.711621 

55 0.706715 

56 0.713550 

57 0.733890 

58 0.726249 

59 0.728190 

60 0.730146 

61 0.745934 
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Image Number Image Quality 

62 0.738752 

63 0.736204 

64 0.762301 

65 0.783635 

66 0.773437 

67 0.792798 

68 0.789837 

69 0.831052 

70 0.821158 

71 0.839559 

72 0.813140 

73 0.775406 

74 0.825668 

75 0.801725 

76 0.814279 

77 0.802451 

78 0.795808 

79 0.771571 

80 0.751525 

81 0.739230 

82 0.722768 

83 0.744568 

84 0.770644 

85 0.764121 

86 0.781175 

87 0.780646 

88 0.778877 

89 0.753016 

Average 0.766550 
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4.3.3 Building Dense Point Clouds 

In the third stage, the “sparse point clouds” and the estimated positions and 

orientations of the static photo images and the video images were used by the Agisoft to 

build “dense point clouds”. In this stage, a lot of additional 3D points were generated by 

the Agisoft to build the “dense point clouds”. To perform this stage, the “Build Dense 

Cloud” command was selected from the “Workflow” menu of the Agisoft. Then, the 

“quality” parameter was selected from the dialog box displayed by the Agisoft. 

There are five quality parameters to build the “dense point clouds”, namely “ultra-

high”, “high”, “medium”, “low” and “lowest”. The higher the quality becomes, the 

more complex the resulting “dense point clouds” will become. The more complex the 

“dense point clouds”, the more complex the 3D textured maps will become. Then, it 

was difficult to create a 3D map model of a complex 3D textured map by using the IRIS 

3D printer that was used in this research. Therefore, the “dense point clouds” were built 

with the “medium” quality in order to reduce the complexity of the “dense point clouds” 

and 3D textured maps. In this stage, the 749,813 points were generated in the “dense 

point cloud” of the static photo images and the 977,575 points in the “dense point 

cloud” of the video ones. Figure 4.10 shows the “dense point clouds” built from the 

“sparse point clouds” and the estimated positions and orientations of the static photo 

images and video images. 
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(a) Using twenty-seven static photo images    

 

 (b) Using eighty-nine video images 
 

O-XYZ: Global coordinate frame 

O-xyz: Image coordinate frame 

Fig. 4.10 Dense point clouds built using the sparse point clouds and the estimated 

positions and orientations of the static photo images and video images 
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4.3.4 Building Polygonal Meshes 

In the fourth stage, polygonal meshes were built by using the “dense point clouds” 

of the static photo images and video images. To perform this stage, the “Build Mesh” 

command was selected from the “Workflow” menu of the Agisoft. Then, the “Surface 

type” and “Source data” parameters were selected from the dialog box displayed by the 

Agisoft. 

There are two types of surfaces on the parameters to build the polygonal meshes, 

namely the options of “arbitrary” and “height field”. The option of “arbitrary” is used 

for the surfaces of isolated objects and the option of “height field” is used for the 

surfaces of terrains. Then, the option of “height field” was selected as the type of 

surface to build the polygonal meshes of the static photo images and video images. 

There are two options of the source of data that could be chosen to build the 

polygonal meshes, namely “Sparse cloud” and “Dense cloud”.  Then, the option of 

“Dense cloud” was selected as the source of data to build the polygonal meshes of the 

static photo images and video images. 

The polygonal meshes were displayed in three types of views, namely “wireframe”, 

“solid”, and “shaded” views. In the “shaded” views, the existing texture data in the 

“dense point clouds” of the static photo images and video images were used to texture 

the “solid” view of the polygonal meshes. However, some parts in the “dense point 

clouds” do not have texture data. Therefore, some parts in the “shaded” views also do 

not have texture data. Then, the additional textures were generated by the Agisoft in the 

next stage. Figure 4.11 shows the polygonal meshes built by using the “dense point 

clouds” of the static photo images and video images. 
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       (a.1) Wireframe view built                   (a.2) Solid view built                    (a.3) Shaded view built 

      by using static photo images           by using static photo images          by using static photo images 

 

      

        (b.1) Wireframe view built                 (b.2) Solid view built                    (b.3) Shaded view built 

           by using video images                     by using video images                    by using video images 
 

O-XYZ: Global coordinate frame 

O-xyz: Image coordinate frame 

Fig. 4.11 Polygonal meshes built by using the dense point clouds of static photo images 

and video images 
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4.3.5 Building 3D Textured Maps  

In the fifth stage, 3D textured maps were built by using the “shaded” views of the 

polygonal meshes of the static photo images and video images. To perform this stage, 

the “Build Texture” command was selected from the “Workflow” menu of the Agisoft. 

Then, the “Mapping mode” parameter was selected from the dialog box displayed by 

the Agisoft. 

There are six modes in the drop down menu of the “Texture mapping” modes, 

namely “Generic”, “Adaptive orthophoto”, “Orthophoto”, “Spherical”, “Single photo”, 

and “Keep uv”. The selected mode was used to determine the way of texturing the 3D 

map. The best mode to process aerial photographs is “Orthophoto” mode. Then, the 

option of “Orthophoto” mode was selected to create the 3D textured maps of the static 

photo images and video images. 

There are four modes in the drop down menu of the “Blending” modes, namely 

“Mosaic”, “Average”, “Max intensity”, and “Min intensity”. The selected mode was 

used to determine the way of combining pixel values of different images in the final 3D 

textured map. Then, the option of “Mosaic” mode was also selected to create the 3D 

textured maps of the static photo images and video images were built with”. 

Figure 4.12 shows the 3D textured maps showing the geometry and the textures of 

the environment around the river built using the “shaded” views of the polygonal 

meshes of the static photo images and video images. The texture data of the “shaded” 

views were firstly read by the Agisoft. Then, new texture data calculated using the 

existing ones were generated by the Agisoft for the parts without texture data. 

Furthermore, 3D textured maps were built by texturing the whole parts of the “shaded” 

views using the existing and new texture data.  
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(a) Using twenty-seven static photo images 

 
 (b) Using eighty-nine video images 

 

O-XYZ: Global coordinate frame 

O-xyz: Image coordinate frame 

 

Fig. 4.12 3D textured maps showing the geometry and the texture of the 

environment around the river built by using the polygonal meshes of static 

photo images and video images 
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The 3D textured maps represent the geometry and the texture of the environment 

around the river. The lengths and the widths of the maps representing the environment 

correspond to 27 [m] and 20 [m], respectively for the actual one. It can be seen that the 

3D textured map of the static photo images is better than the video ones due to that the 

average quality of the static photo images is higher than that of the video ones. In 

addition, the orientation of the 3D textured map of static photo images is more accurate 

than that of the video ones due to that the static photo images have 3D coordinate data 

while the video ones do not have 3D coordinate data. Then, the 3D textured map of 

static photo images was used in the 3D map modeling to create the 3D map model of 

the environment around the river. 

 

4.4 3D Map Modeling Using 3D Textured Map of Static Photo Images 

In order to obtain better 3D visualization of the environment around the river, a 3D 

map model was built by using a selected area in the 3D textured map of the static photo 

images. In this 3D map modeling, the selected area in the 3D textured map of the static 

photo images was thickened by using the Blender (Ver.2.7.6b) that is an open software 

of 3D computer graphics. Then, the 3D map model was built using the thickened 3D 

map. After that, the 3D printing to build the 3D map model was performed by using the 

IRIS 3D printer that is a 3D color printer. In the 3D printing, the 337 pages of A4 size 

papers were used as the material to build the 3D map model. After finishing the 3D 

printing, the 3D map model inside the 337 pages of A4 size papers was removed out 

from the IRIS 3D printer. Finally, all unnecessary parts around the 3D map model were 

removed in order to obtain the 3D map model of the environment around the river. 
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4.4.1 Thickening 3D Textured Map 

Firstly, a rectangular area was selected in the 3D textured map of the static photo 

images using a bounding box in the model pane of the Agisoft. Then, a new 3D map 

was built by using the selected area. After that, the new 3D map was exported to an OBJ 

file by using the Agisoft PhotoScan software. The OBJ file contains the 3D geometry 

data of the new 3D map, namely the 3D coordinates of each point in the new 3D map. 

Both a JPG file containing the texture data of the new 3D map as shown in Fig. 4.13 and 

an MTL file containing the parameters to map the texture data were generated by the 

Agisoft in order to keep the texture of the new 3D map. Then, the new 3D map in the 

OBJ file was thickened by using the Blender.  

 

 
 

Fig. 4.13 Texture data of the new 3D map saved in the JPG file generated by 

the Agisoft 
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Figure 4.14 shows the new 3D map and the thickened 3D map built by using the 

selected area in the 3D textured map of static photo images of the environment around 

the river. The length, the width, and the heigth of the thickened 3D map are 21.5 [cm], 

15.5 [cm], and 3.0 [cm], respectively. The scale ratio of the thickened 3D map to the 

real environment was 1:126.  

 
 

(a) New 3D map 
 

 

 
 

(b) Thickened 3D map 

 

O-XYZ: Global coordinate frame 
 

Fig. 4.14 Both new 3D map and thickened 3D map (scale ratio of 1:126) built using the 

selected area in the 3D textured map of static photo images of the environment around 

the river 
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4.4.2 Preparing Material and Color 3D Printer 

Figure 4.15 shows both the IRIS 3D printer connected to a personal computer 

installing the SliceIT and the A4 size papers prepared to create the 3D map model of the 

environment around the river. A 3D color printer, here the IRIS 3D printer was used to 

build the 3D map model of the environment around the river. The IRIS 3D printer is 

connected to a personal computer installing the SliceIT (Ver.6.1.5) that is the IRIS 3D 

printer’s software. Then, A4 size papers were used as the materials to build the 3D map 

model.  

    
(a) IRIS 3D printer used to create the 3D map model 

  
       (b) A4 size papers used as material 

to create the 3D map model 

Fig. 4.15 Both IRIS 3D printer connected to a personal computer installing 

the SliceIT and A4 size papers prepared to create the 3D map model of the 

environment around the river 
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Some processes were performed before starting the 3D printing. Firstly, the 

thickened 3D map was exported to a new OBJ file by using the Blender software. Both 

a new JPG file and a new MTL file were also generated by the Blender. Then, those 

three new files were inputted to the personal computer installing the SliceIT. The 

thickened 3D map with texture data was read by the SliceIT and displayed in the screen 

of the personal computer as shown in Fig. 4.16. Then, the thickened 3D map was sliced 

into 337 colored layers by the SliceIT. After that, those layers were printed on 337 

pages of A4 size papers by using an ordinary color printer connected to the personal 

computer. The colors printed on each page of paper describe the geometry and the 

texture of each layer of the thickened 3D map. Furthermore, those 337 pages of colored 

papers and hundreds of clear papers were loaded into the paper tray of the IRIS 3D 

printer as shown in Fig. 4.17. Both a knife and a bottle of adhesive glue were set inside 

the IRIS 3D printer to build the 3D map model of the environment around the river 

using the 337 pages of colored papers. 

 

Fig. 4.16 Thickened 3D map with texture data displayed in the screen of the 

personal computer installing the SliceIT 
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Fig. 4.17 The 337 pages of colored papers and hundreds of clear papers 

loaded into the paper tray of the IRIS 3D printer as the material to create the 

3D map model 

 

4.4.3 Printing 3D Map Model 

The 3D printing was performed after finishing the preparation of the material and 

the IRIS 3D printer. Firstly, the first page of papers was pulled from the paper tray and 

placed on a build plate inside the IRIS 3D printer. Then, the geometry data of the first 

layer were read by the SliceIT. After that, the commands of both cutting and applying 

adhesive were generated by the SliceIT based on the geometry data. The commands 

were sent from the personal computer to the IRIS 3D printer. The processes of the 

cutting and applying adhesive were performed by the IRIS 3D printer on the first page 

of papers. After finishing the processes on the first page, the second page was pulled 

and placed on the first page. Both pages were pressed by the heat plate inside the IRIS 

3D printer. Then, the whole processes were repeated from the second page to the 337th 

page of papers. After that, the 337 pages of papers containing the 3D map model were 
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taken out from the IRIS 3D printer. Figure 4.18 shows the 3D map model inside 337 

pages of A4 size papers built by using the static photo images of the environment 

around the river. 

 

Fig. 4.18 3D map model inside 337 pages of A4 size papers built using the static photo 

images of the environment around the river 

 

4.4.4 Result 

After finishing the 3D printing, all unnecessary parts around the 3D map model 

were removed from the 3D map model. Finally, the 3D map model of the environment 

around the river built by using the thickened 3D map and the IRIS 3D printer was 

obtained as shown in Fig. 4.19. The dimensions and the scale ratio of the 3D map model 

were same as those of the thickened 3D map. By using the 3D map model, the geometry 

and texture of the environment around the river can be seen clearly from all views. The 

top, front, left, and right views of the 3D map model of the environment around the 

river are shown in Fig. 4.20.  
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Fig. 4.19 Final 3D map model of the environment around the river built by using the 

thickened 3D map and the IRIS 3D printer 

 

 
(a) top view 
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(b) front view 

 
(c) left view 

 
 (d) right view 

Fig. 4.20 Top, front, left, and right views of the 3D map model of the environment 

around the river 
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4.5 Conclusions 

The summary of the results is shown below. 

(1) Firstly, the flying experiment in which a multi-rotor drone with a fisheye-lens 

camera captures overlapping static photo images and video images of an 

environment around a river had been carried out in this study. 

(2) Then, the 3D textured maps of the static photo images and video images had been 

created by using the Agisoft PhotoScan Professional. Furthermore, the thickened 

3D map had been built by using the selected area in the 3D textured map of the 

static photo images. 

(3) Finally, the 3D map model of the environment around the river had been created by 

using the thickened 3D map and the IRIS 3D printer. The scale ratio of the 3D map 

model to the real environment is 1:126. 
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Chapter 5 

Summary of Conclusions 

 

The summary of the results of study on multi-rotor drone to fly autonomously along 

a river is shown below. 

(1) The algorithms to segment the river area from the river scenes and to perform an 

autonomous flight along a river had been developed in this study. 

(2) The flying experiments where a multi-rotor drone performs autonomous flights 

along a straight and a curved river using a single-lens camera and the image 

processing had been carried out. The experimental result shows that the multi-rotor 

drone could autonomously fly along the curved river for the distance of 83 [m]. 

The summary of the results of study on 3D map modeling of an environment 

around a river is shown below. 

(1) The 3D textured maps of the static photo images and video images had been created 

by using the Agisoft PhotoScan Professional. The thickened 3D map had been built 

by using the selected area in the 3D textured map of the static photo images. 

(2) The 3D map model of the environment around the river had been created by using 

the thickened 3D map and the IRIS 3D printer. 
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