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Abstract 

Deep submicron devices such as microcontroller unit and graphical 

processing unit achieve high performance in real-time high-volume and 

complex data required for advanced automotive, aircraft, and intelligent 

transportation systems. However, the ever-shrinking of the deep submicron 

process makes the devices embedded in such systems vulnerable to aging 

phenomena. When a deep submicron device is put in actual use for a long 

time or works in a severe environment, various aging like HCI (Hot Carrier 

Injection), BTI (Bias Temperature Instability), and NBTI (Negative Bias 

Temperature Instability) threatens its reliability [37][38]. 

The device's reliability problem relating to aging phenomena can be 

relaxed using elaborate manufacturing tests such as burn-in or stress testing. 

It can also be achieved through redundancy design of the device's hardware 

and timing margin at the design phase [39]. However, the excessive burn-in 

test or voltage stress test deteriorates the device lifecycle, so the redundancy 

design results in high cost and performance degradation [40]. 

Field Testing is an efficient way to detect aging-induced faults by 

executing the test while the system is in an idle state, suspended or power-

on/off to ensure its reliability. Power-on self-test (POST) is a novel field test 

technique that applies to many high-demand reliability systems. Generally, 

the POST executes at system start-up to test the system's critical components 

before commencing functional operations. The system's real-time state, 

including the aging-induced faults, can be checked/detected in advance to 

avoid failures during POST operation. Although POST operations required 

a limited testing time (e.g., <50ms for an automotive system), large-volume 

test data is not acceptable to apply within the limited test time at system start-

up. Besides, POST requires a high fault coverage target to meet automotive 
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device testing. For example, a minimum of 90% fault coverage is necessary 

to satisfy the ISO 26262 ASIL D standard. 

Two test strategies are used to implement the POST for advanced 

systems. The first strategy, test partitioning technology, splits the original 

large test set into subsets to fit the limited test application time and applies 

the test subsets every time the system starts. The second strategy, fault 

detection enhancement technology, reduces the test volume (test 

compression) to gain a target fault coverage by improving test quality 

patterns using design for testability (DFT) technology. 

This study focuses on the two POST mentioned above application test 

strategies to develop the automotive system. We propose the corresponding 

test techniques to improve test partitioning's technology quality test and the 

fault detection enhancement technology, respectively. 

The major problem of test partitioning is the loss of the fault coverage 

(FC) and increase in faults detection latency due to subsets missing test 

patterns. For the FC loss, the original test set needs to be partitioned into 

several smaller subsets to meet the application test time requirement. An 

aging-induced fault during the circuit operation may not be detected 

immediately until the test is applied to cause a system failure. So, it is 

necessary to improve the FC for each test subset as far as possible to 

guarantee reliability. For fault detection latency, each subset fault's missing 

test patterns may not be detected at the following test session right after it 

occurs. The fault effect would be propagated during a time interval from its 

occurrence to the detection. Although system failure does not necessarily 

happen as soon as fault alerts, the longer detection time interval would cause 

a higher chance of failure. Hence, minimizing the detection time interval for 

each fault is crucial to guarantee reliability. 
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We propose two approaches of test pattern partitioning to address these 

challenges [4][49]. First, we select the faults, which possibly have high aging 

speed as the risky faults, and propose a greedy pattern partitioning method 

to improve the detection latency (mean time fault detection (MTFD) and the 

FC for the risky faults [4]. Experimental results on benchmark circuits 

demonstrate that the proposed method achieves a 6.8% FC increase with 

17.7% MTFD reduction on average (with an initial test set partitioned into 

10 subsets compared to random partitioning. Next, we utilize machine 

learning techniques: the simulated annealing algorithm (SA) and support 

vector machines model (SVM) for pattern partitioning to achieve optimal 

partitioning to minimize the aging-induced faults detection latency, MTFD 

[49]. 

Experimental results on the benchmark circuit demonstrate that the 

proposed SA and SVM-based pattern partitioning (within shorter processing 

time) achieve the same MTFD reduction compared to the genetic algorithm-

based partitioning. 

Regarding the fault detection enhancement technology for POST, we 

introduce the multi-cycle test to logic built-in self-test scheme to reduce the 

required root test data volume to achieve high FC, as specified by ISO 26262 

for automotive device testing. The multi-cycle test allows circuit under test 

(CUT) responses to be reused as test stimuli for additional faults detection 

before applying root test data. It can reduce the number of root test data to 

achieve a target FC. However, we raise two key challenges: fault effects 

vanishing (FEV) problem and capture patterns fault detection degradation 

(FDD). These challenges obstruct the multi-cycle test effect in reducing the 

root test data to minimize the POST test application time (TAT). 
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 The FEV problem denotes the fault effects excited at some 

intermediate capture cycles, which might disappear before their effects are 

propagated to the final capture cycle for observation due to a long-expanded 

propagation path that would cause FC loss. To address the FEV problem, we 

propose a Sequential Observation (SEQ-OB) DFT technique using fault-

detection-strengthened (FDS). The proposed SEQ-OB is expected to 

strengthen the multi-cycle test fault detection capability by directly 

observing the values of a small part of flip-flops (FFs) at each capture cycle 

[31][32]. Also, we develop the underlying technologies, including the FDS 

FF design and an original in-house tool named FEV point-(TPI) Test Point 

Insertion (FVP-TPI), to compute the most effective FDS_FFs insertion point. 

  The experimental results of the commercial electronic control unit 

circuit (250k gates and 10k Flip-Flops) show that the proposed SEQ-OB with 

FDS_FFs significantly improves the FC (>95%). Also, it reduces the number 

of scan-in patterns (e.g., 2.4X~3.1X compression) to achieve 90% FC. 

  The FDD capture patterns denote the decrease capture pattern 

capability (the CUT test responses) to detect additional faults. To overcome 

the FDD problem, we propose a DFT method named FF-Control Point 

Insertion (FF-CPI) technique by modifying the scan FFs captured values 

during capture operation [35]. Also, we propose methods to determine the 

FFs candidate for FF-CPI to achieve more fault detection by analyzing the 

circuit structure w/o any simulations to minimize the DFT development 

period [47].   

  The Experimental results of benchmark circuits show that the proposed 

method can further reduce the number of scan-in patterns (at most 28.57X 

pattern compression) to achieve the specified target FC compared to the SEQ-
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OB method (at most 12.5X). These results confirm that the proposed FF-CPI 

is suitable to minimize the TAT of POST further. 
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Chapter 1 

1 Introduction   

1.1 Background 

Integrated circuits, microchips, are accompanied by the need to test devices. The Small-

Scale integration devices consist of tens of transistors in the early 1960s, whereas 

medium-scale integration devices contain hundreds of transistors in the late 1960s. 

Large-scale integration (LSI) devices scale to tens of thousands of transistors in the 

1970s, creating some challenges for testing these devices. In the 1980s, very-large-scale 

integration (VLSI) devices, which contain hundreds of thousands of transistors are 

introduced to increase the testing challenges. Today's computers and other electronic 

devices like mobile phones come with millions of transistors, resulting in shrinking the 

feature size of transistors and interconnecting wires. The reduction in the feature size of 

transistors results in increased operating frequencies that led to increasing the clock 

speeds. On the other hand, the reduction of feature size increases the chip defect and 

faulty chip, affecting the reliability; Therefore,  system testing must pass through several 

manufacturing stages, production stages, and testing during system operation to ensure a 

fault-free system. 

The VLSI testing is important for designers, test engineers, manufacturers, and end-

users. The testing consists of scan-in patterns that apply to the circuit under test (CUT) 

input and analyze all test stimuli's output responses to ensure defect-free chip. The circuits 

that match with output responses are considered faulty chips. All the faulty chips must be 

removed during the production test and then ship only the clean chips to the 

customers/end-users. However, when the clean chips work for long times within various 

temperatures/changeable environment, aging phenomena problems such as negative bias 

temperature instability (NBTI), dependent dielectric breakdown (TDDB), and hot carrier 

injection occur [5] [6]. These aging phenomena can cause latent faults (multiple faults 

would violate the safety goal) that degrade the deep submicron VLSI and evolve major 

faults with certain subsequent severe conditions during the system operation lifecycle. 

Field Testing is an important way to detect aging-induced faults by executing tests during 
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the devices' operation to ensure system reliability. A few field testing approaches have 

been proposed in the past, and they are classified into concurrent testing and non-

concurrent testing. The concurrent testing approach checks the real state of the circuit 

during system operation and detects the aging faults or soft errors as soon as they occur. 

However, this approach requires large overhead and causes performance degradation due 

to the special circuit architecture and redundancy design in terms of hardware, timing, or 

information. Non-concurrent testing such as power-on self-test (POST) recently gains 

much attention and has been applied to many systems that require high reliability, such 

as an automotive system. Generally, non-concurrent testing is performed when the system 

is idle, suspended, or power-on/off, which helps detect the aging-induced faults with less 

impact on system performance and small hardware overhead. 

A major challenge for applying non-concurrent field testing is that the test 

application time (TAT) is usually very short (e.g., TAT < 10～50 msec). Therefore, using 

complete testing with many test patterns within a limited test time is hard. Moreover, as 

required by ISO26262 standard [3], POST must achieve high fault coverage (FC) (e.g., 

>90%) for the latent faults to meet the standard functional safety requirement, and that 

makes the POST application difficult. 

1.2 Objectives 

To guarantee the VLSI reliability in field testing, POST is a good way to detect latent 

faults as they occur. However, the limitation of TAT field testing is a major challenge, as 

discussed earlier. In this dissertation, we demonstrate the POST problems and their 

proposed solutions. There are two strategies to implement POST for advanced systems. 

1.2.1 Strategy 1: Test Partitioning Technology 

The major problems of test partitioning are the FC loss and the increase of faults 

detection latency due to the subsets missing test patterns. As for the loss of FC, the 

original test set needs to be partitioned into several smaller subsets to meet the TAT 

requirement. Once an aging-induced fault occurs during circuit operation, it might not be 

detected immediately until a test is applied to cause a system failure. It is necessary to 

improve the FC for each test subset to guarantee reliability. For the fault detection latency, 

each subset fault's missing test patterns may not be detected during the test session right 

after it occurs. The fault effect propagates at a time interval from its occurrence to the 
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detection. Although a system failure is not usually caused as soon as a fault alert, the 

longer detection time interval could cause a high failure rate. Therefore, minimizing the 

detection time interval for each fault is essential to guarantee reliability. 

In this study, we propose two approaches of test pattern partitioning to address these 

problems. First, we select the faults, which have high aging speed as the risky faults, and 

propose a greedy pattern partitioning method to improve the detection latency and the FC 

for the risky faults. Second, we utilize machine learning techniques: the simulated 

annealing algorithm (SA) and support vector machines model (SVM) for pattern 

partitioning. The techniques help us achieve optimal partitioning to minimize detection 

latency (mean time fault detection (MTFD) of aging-induced faults. 

1.2.2 Strategy 2: Fault Detection Enhancement DFT Technology 

 In this strategy, we target to improve the POST test data quality. We introduce a multi-

cycle test to the logic- built-in self-test (BIST) scheme to reduce the root test data volume 

required to achieve high FC. The multi-cycle test allows the CUT test responses to be 

reused as test stimuli for testing to detect additional faults before applying root test data. 

However, we raise two major challenges that obstruct the multi-cycle test's effect for 

minimizing the POST TAT. The challenges are fault effects vanishing (FEV) problem 

and capture patterns fault detection degradation (FDD). 

 The FEV problem suggests that fault effects excited at some intermediate capture 

cycles might disappear before their effects are propagated to the final capture cycle for 

observation due to a long-expanded propagation path that would cause FC loss. To 

address the FEV problem, we proposed a DFT technique, Fault-Detection-Strengthened 

(FDS) method. The proposed method strengthens the multi-cycle test’s fault detection 

capability by directly observing the values of a small part of flip-flops (FFs) at each 

capture cycle. Further, we developed the underlying technologies, including the FDS FF 

design and an original in-house tool named FEV point-TPI (FVP-TPI), to compute the 

most effective insertion point of FDS_FFs. 

 The captured patterns FDD denotes the decrease of the capability of capture 

pattern (the test responses of CUT) to detect more additional faults. To overcome the 

FDD problem, we propose FF-Control Point Insertion (FF-CPI) technique, a DFT method, 

by modifying the scan FFs captured values during the capture operation. Also, we propose 



 4 

methods to evaluate the FFs for determining the candidate FFs for FF-CPI to achieve 

more fault detection, by analyzing the circuit structure w/o any simulations to minimize 

the DFT development period. 

1.3 Dissertation Structure 

   This dissertation is organized as follows. Chapter 1 presents the introduction and 

introduces some concepts of LSI testing, DFT, fault models, fault simulation, and test 

generation in Chapter 2. We introduce aging phenomena and POST in Chapters 3 and 

discuss POST's multi-cycle test in Chapter 4. The solution to improve test quality for 

BIST, approach 1: fault detection enhancement for the POST, is presented in Chapter 5, 

whereas the solution to enhance the quality of test for BIST, approach 2: Solution for fault 

detection degradation problem is discussed in Chapter 6. Finally, in Chapter 7, we present 

the dissertation conclusion. 
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Chapter 2 

2 Preliminary  

     In this chapter will be discussed the concepts, the main principles, and architectures 

for each of LSI test, DFT technique, fault modeling and fault simulation.     

2.1 LSI Test 

    Large-Scale integration (LSI) is the process of integrating on semiconductor device. 

Testing is crucial to ensure the reliability of an IC (Integrated Chip) device [1]. A 

complete test procedure passes through several stages (manufacturing process, and 

operation process) which defined IC’s lifecycle. To ensure the quality of an IC before it 

is shipped to the market, manufacturing tests including the functional test, structure test, 

burn-in, stress test are conducted to determine any faulty ICs. Only the pass chip/device 

will go to the packaging process.  Figure 2.1 illustrates the basic procedure of an IC testing, 

where a set of data used for testing called the test pattern is applied to the accessible input 

pins of a CUT (Circuit Under Test), then comparing the particular output responses with 

the pre-simulated responses called the golden responses. A circuit can be considered to 

be fault-free if the particular responses matched to the golden one.  

 

 

 

 

 

 

 

 

 

 

Figure 2.1 Basic Principle of LSI Testing [1] 

 

2.2 Design for Testability (DFT) 

     With the progressing in the manufacturing technology, IC become more and more 

complicate to satisfy the demands on high-performance, multi-functions, high-speed and 
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low-power for IC. In a modern circuit, millions of logic gates and ten or hundred thousand 

sequential elements such as flip-flops or latches are embedded in very small silicon area 

(e.g.:1mm2), and the accessible pins of an IC are extremely limited (e.g.: 100 ports). To 

control (observe) all the internal state of such a complicate circuit through the limited 

external pins is general impossible. DFT is a state-of-the-art to improve the controllability 

and observability of the internal logic of the circuit by modifying or adding special logic 

which are helpful to testing into the CUT, so as to make the CUT easier to test. The typical 

DFT techniques are as follows.  

2.2.1 Scan Design  

     Scan Design is one of the most common techniques used in DFT methodology, the 

main aim of scan design is to improve the controllability and observability of the circuit 

by providing an easier way to set and observe the flip-flop in a sequential circuit. The 

structure of scan design is shown in Figure 2.2 [1]. 

Connecting the D Flip-Flops in the sequential circuit in serial by multiplexer will create 

a scan chain. Where, the input of the first FF of the scan chain is denoted by scan-in pin, 

and the output of the last FF of the scan chain is denoted by scan-out pin. A TC (Test 

Control) signal is used to control the operation mode of scan chain. There are three test 

modes during the scan designed circuit operation (normal mode, shift mode, and capture 

mode).  

 

Figure 2.2 transforming a sequential circuit (a) to scan design circuit (b) [1] 
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2.2.2 Built-in Self-test (BIST).  

     BIST is a state-of-the-art to let the IC test itself. It is a solution to make the electrical 

testing of chip easy, fast and low cost, since the ATE testing becomes very complex, and 

high cost. BIST is used in field testing that because of the advantages of implementation 

such as shorting test time with a high-test quality [45]. Figure 2.3 shows BIST architecture.  

     In Logic-BIST architectures, Linear Feedback Shift Registers (LFSRs) and most of 

BIST used LFSR to generate the random patterns (TPG) [1].  

 

Figure 2.3 Built-In Self-Test Architecture [45]  

 

Figure 2.4 shows the structure of LFSR. The signature analyzers (SAs) are commonly 

constructed from multiple-input signature registers (MISRs) [1] as shown in Figure 2.5. 

The MISR assists to improve the detection of defects, by applying large number of scan-

in patterns. The design basically an LFSR has an extra XOR gate at the input of the flip-

flop for compressing the output responses of the CUT into the LFSR during shift 

operation.  

 

 

Figure 2.4 Four-Stage LFSR [1] 

 

 

 

Figure 2.5 Four-Stage MISR [1] 
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2.3 Fault Models  

    Manufacturing process would generate various types of physical defects like short, 

open, bridge and etc. Generating the test to cover the  

electrical characteristics for all physical defects is difficult and impossible in general. For 

high quality testing, sophisticated fault model that can represent the behavior of a real 

defect in the CUT is necessary. A good fault model should satisfy two criteria: (1) can 

accurately reflect the defect behavior, and (2) be efficient to fault simulation for test 

pattern generation [1].  

    The following will introduce the most common fault models, the stuck-at fault model 

and the transistor faults model.  

2.3.1 Stuck-At Faults Model 

     Stuck-at fault describe a faulty behavior on signal line such as primary inputs (PIs), 

primary outputs (POs), internal gate inputs and outputs, fan-out stems, and fan-out 

branches, in the CUT. The faulty signal line may be either logic 0 (stuck-at-0) or logic 1 

(stuck-at-1). Figure 2.6 shows an example of stuck-at fault for a signal line [1]. Stuck-at 

fault model cannot represent the timing-related behavior such as the delay of signal 

propagation due to some resistive defects. Therefore, other faults models such as 

transition fault model are necessary which will be introduced in the following section. 

 

Figure 2.6 Stuck-At Faults Model [1] 

 

2.3.2 Transition Faults Model 

     Transition Fault reffers to the delay of signal when the signal is propagation through 

wires, or logic gates. It is usually caused by some resistive defects such as resisitive open 

on a wire. A transition fault will occur when the output of a gate switching from 0(1) to 

1(0) takes longer time than normal. Figure 2.7 shows an example of transition fault. There 

are two transition faults associated with each gate: a slow-to-rise fault and a  
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Figure 2.7 Transition Faults Model [3] 

 

slow-to-fall fault. A slow-to-rise (slow-to-fall) fault denotes the transition from 0 to 1 (1 

to 1) will not reach any output within the stipulated time. Detecting a transition fault 

requires at least two vectors (V1,V2). The first test vectro V1 initializes the state of 

transition fault at the first clock cycle (e.g.: for slow-to-rise fault, initialize to 0). The 

following second test vector V2 will propagate the effect of the transition fault toward the 

output or observation points. If a transition cannot be observed at the output of any 

propagation paths, it is considerd to be fault free, otherwise, a transition fault is detected.  . 

There are two kinds of scheme to test a transition fault model, Launch-off-Shift (LoS) 

and Launch-off-Capture (LoC).  

 

2.3.2.1 Launch-off-Capthure(LoC) 

     LoC is a test schem for transition fault detecting, in which the first test vector V1 is 

applied to the scan chain from an external test generator (ATE or TPG). The inputs of 

combinational block and first functional clock is used to launch transition in the 

combination block the scan-enable (SE) signal is de-asserted after V1. The V2 is derived 

by the combinational circuit’s response. The second functional clock would capture the 

propagated transition at the output, and SE would be asserted. At LoC the scan-in patterns 

scan shifting at slow speed, then in test mode would shift the test responses to be 

captured[46]. Figure 2.8-(a) shows LoC 

2.3.2.2 Launch-off-Shift (LoS) 

     In LoS test scheme, test vectors (V1, V2) are both scanned  to the scan chain. When the 

first test vector V1 is loaded into the  scan chain, a launch clock will follows the last scan 

shift clock to initialize the transition fault. Then, the circuit will be switched to the normal 
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operation by change SE to 0, and immediately followed by a very fast capture clock to 

capture the fault effect. [46]. Figure 2.8-(b) shows LoS. 

    

 

 

                                                

 

 

        (a) 

 

 

 

 

 

 

          (b)  

 

Figure 2.8 (a) Launch-off-Capture (LoC) and (b) Launch-off-shift (LoS) [46] 

 

 

2.4 Fault Simulation  

A fault simulator emulates the digital circuit behave, by simulate the faults in the circuit 

using fault model then evaluate the test set quality to detect the fault. Then feeding the 

faults to CUT and compare the test response and expected fault response to determine the 

faulty circuit [45]. Fault coverage measures the fault detection capabilities for given test 

set for target fault model which define as:    

Fault coverage = 
number of detected faults

total number of faults
                                   (2.1) 

     The main goal of Automatic Scan-in pattern Generation (ATPG) is to find a set of 

scan-in pattern that detect all faults in circuit. The figure 2.9 shows the scheme of fault 

simulation.     
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LC: Launch Cycle   

CC: Capture Cycle        
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Figure 2.9 Fault Simulation Scheme [45] 
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Chapter 3 

3 Aging induced Reliability Challenges and the solution: Field 

test 

     Field-Testing that executes the test when a system is in idle/starting-up state is a 

promising way to guarantee the reliability of an advanced system. However, the 

extremely limited test application time obstructs the implementation of field test.  Test 

partitioning and rotating test is an effective way to satisfy such a constraint. In this chapter, 

we introduce two approaches of a scan-in pattern partitioning. First approach is pattern 

partitioning for field-testing considering the aging speed. Second approach is feasibility 

of the machine learning algorithm for the test partitioning.   

3.1 Aging Issue  

     It becomes critical to ensure the reliability for advance systems where shrinking the 

features sizes and every-growing integration of the deep sub-micron process make the 

VLSIs vulnerable to the aging phenomenon, such as HCI (Hot Carrier Injection), NBTI 

(Negative-Bias Temperature Instability) and Time TDDB (Dependent Dielectric 

Breakdown)[5][6][38]. Aging issue is depending on the application, a system may just 

degrade, or it may fail from the same amount of aging. For example, a microprocessor 

degradation may lead to lower performance, necessitating a slowdown, but not necessary 

failures. In mission-critical applications, such as ADAS (Advanced Driver-Sssistance 

Systems), a sensor degradation may directly lead to failures and hence system failure.  

     Figure 3.1 the bathtub curve explains the LSI life cycle and the failure rate is varies 

with time. The curve is common used in reliability engineering where it divided into three 

stages:  the “infant mortality” failure stage with decreasing failure rate, the “constant/random” 

failure stage with constant failure rate, and the “wear-out” failure stage with increasing failure 

rate [41][42]. In the field application. The aging-induced faults can cause serious 

reliability problems on the circuit when the circuit works for a long time and infringe on  

 

https://semiengineering.com/knowledge_centers/low-power/architectural-power-issues/negative-bias-temperature-instability/
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Figure 3.1. Bathtub curve for LSI life cycle in reliability engineering [41] [42] 

 

 

the functional safety of the system in turn [4]. Field test such as on-line testing and power-

on testing is a promising way to ensure the reliability of LSI [7]. 

3.2 Field test and challenges  

     Many approaches for field-testing have been proposed in the past, and they can be 
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the system is in idle, suspended or power-on/ off state that helps to detect the aging-
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A big challenge for applying non-concurrent field test is that the test application time 

must be very short. For example, in power-on for a vehicle control system, the test is 

executed during the start-up of engine and the time, which is severely limited (e.g.: 10 

msec). If the number of test data for a complete testing is large, it is not acceptable to 

apply all the tests to the circuit within the required test time. 

3.3 Power-On Self-Test (POST)  

     A power-on self-test (POST) is a well-known field-testing technique and has been 

applied to many systems that demand high reliability [8]. Generally, the POST is executed 

during the start-up of the system to test the critical components of the system before 

starting any functional operations, thus the real-time state of the system including the 

aging-induced faults can be checked/detected in advance to avoid failures. However, 

POST suffers from a big challenge that the time allowed for testing should be very limited 

(e.g.: <50ms for an automotive system) [43].  

     Thus, a test data with large volume is not acceptable to apply within the limited test 

time during the start-up of system. Moreover, depending on the system, the POST is 

required to meet a target fault coverage which is usually very high, e.g.: in case of testing 

an automotive device, at least 90% fault coverage is required to comply with the 

requirement of ISO26262 standard [2].  In order to enable the POST for a very large scale 

circuit, many sophisticated test compaction technologies have been investigated deeply in 

the past such like a test re-seeding technology, TPI (Test Point Insertion) technology [22], 

enhanced scan testing architecture technology [23], [24].  

      In such a situation, a partitioning testing is an effective way to enable the application 

of POST, which divides the original large, test set into several small subsets and applies 

each subset for testing when the system is in idle or starting-up states. The partitioning 

testing suffers from the loss of fault coverage of each subset that leads to the increase of 

detection time interval of the aging-induced faults. To guarantee the reliability, it is 

necessary to improve the fault coverage for each test subset as far as possible. Therefore, 

we introduced two strategies. First, to enable the POST and satisfied the limitation of test 

time we introduced Test Partitioning Technology. Second, to improve the fault coverage, 

we introduced Fault Detection Enhancement DFT Technology. 
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Chapter 4 

4 Test Partitioning Technology for POST 

4.1 Concept of Test partition 

     The concept of pattern partitioning and rotating test as shows figure 4.1. The original 

test set (Norg) that has large number of scan-in patterns is divided into several subsets, and 

then applies one subset at one test session. 

      In each test session, the number of scan-in patterns Nset that are able to apply to the 

circuit is determined by the limited test application time. Then the number of subsets Nset 

should be Norg/ Nset. 

Original Test Set

TS1 TS2 TS3 TS4

S1 S2 S3 S4

System Operation System Operation System Operation …

Time

Pattern Partition to adopt with the 

limitation of test application time 

Apply the test subsets every time when the 

system is in starting up/idle state

S: Subset, TS: Test Session
 

Figure 4.1 Test Partitioning for Field Testing 

 

4.2 The previous works on test partitioning and the problem 

     In [9], the authors introduced a test partition and rotating test approach to satisfied the 

constraint of test application time, in which the original test set for complete testing is 

partitioned into several subsets and apply one subset for the circuit at one test session 

(when system is in idle or starting-up states). Since each subset consists of small number 

of patterns, that causes fault coverage loss in each test session. While an effective partition 

algorithm has also been proposed to maximize the fault coverage for each subset, it is an 

NP complete problem to achieve high level of fault coverage same as a complete testing. 

According to the functional safety of electrical /electronic programmable IEC 61508-2[2], 

it is required to satisfy the requirement of functional safety high fault coverage (>90%), 
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with test partitioning where it is impossible to achieve that in each subset. Therefore, 

maximize fault coverage is not enough to avoid the failure.   

     In [10], the authors discussed the detection interval of faults in test partition, and 

introduced a test latency named MTFD (Mean Time to Fault Detection), which expresses 

how soon a fault can be detected, as it appears to evaluate the test partition. In order to 

minimize the MTFD, they also proposed a GA (Genetic Algorithm) based on test partition 

approach. In [10], the MTFD shows significant decrease by GA partition method, 

however the detection interval of the faults, which are detected by small number of scan-

in patterns, cannot be reduced. It is very likely to cause a failure because all of the faults 

only can be detected at one test session and will always be missed at the other test sessions 

until the detection patterns are applied. For example, if we partition an original test set 

Torg ={t1, t2, t3, t4, t5, t6} into 3 subsets Tset={T1, T2, T3}, suppose a fault f1 can only be 

detected by t1. The faults f1 will always be missed at two test sessions and has the longest 

detection latency. Therefore, it is important to find a test partition so that the average 

detection interval of all faults can be reduced as far as possible. 

     Moreover, it is known that the aging speed at a transistor is significantly accelerated 

when the transistor is on state (on/off) during a long time due to the frequent current flow 

[8]. In a circuit, the gates, which have more switching activities, are most likely to cause 

aging faults. For high reliability, the faults at such gates need be detected as soon as they 

appear. 

4.3 Approach 1: Pattern Partitioning Considering the Aging Speed 

     The field test such as the on-line testing and the power-on testing is a promising way 

to ensure the reliability of LSI. Extremely limited test time makes the application of field-

testing difficult. Test partitioning and rotating test is a best to way to satisfy TAT obstructs, 

however, fault coverage loss caused by the pattern partition leads to the increase of the 

detection time interval of aging-induced faults. The longer detection time interval is the 

higher likelihood of a system failure. In this chapter presents a pattern partitioning for 

field-testing [4] aiming to detect the aging-induced faults.   
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4.3.1 Aging Speed in the Field  

     It is known that the aging speed at a transistor is significantly accelerated when the 

transistor is on state (on/off) during a long time due to the frequent charge/discharge 

operation [8]. Therefore, an aging-induced fault is most likely to appear at the gate which 

have more switching activities. In order to achieve high reliability, the faults at the gates 

whose value toggles frequently during the normal operation need be detected in preference. 

4.3.2 Pattern partition method  

      In this propose method, we select the faults which possibly has high aging speed as the 

Risky Faults, and perform the test partition target on reducing the detection interval of the 

risky faults. To estimate the aging speed of faults, we proposed a method by calculating 

the switching activities of each gate. Some definitions are as follows: 

 FEO: fault easy to occur: It denotes the fault at output of gate which has more 

switching activities. 

 FHOs: fault hard to occur: It denotes the faults at the output of the gate which 

has less switching activities. 

 RF: Risky fault: A FEO that only be detected by few scan-in patterns (e.g.: one 

pattern). 

     The method consists of two phases: an aging fault classification phase and a pattern 

partition phase. In phase 1 (the aging fault classification phase) we determine the RF by 

evaluating the switching activities of gates. In phase 2 (the pattern partition phase), we 

introduce a pattern partition procedure in order to minimize the detection latency for all 

faults and Risky Faults.  

4.3.2.1 Aging Fault classification  

     Large switching activities at a gate during functional operation can accelerate the aging 

speed, and the faults at such gate should occur easily.  To evaluate the switching activity 

of gates during the functional operation, as shown in figure 4.2, we expand the circuit to 

two time-frames and utilize the Probabilistic Testability Measures approach name COP to 

calculate the 0/1 controllability (C0 and C1) of each signal line in each time-frame denoted 

by C01, C11, C02, C12, respectively. The calculations of C0 and C1 for different gates are 

shown in table 4.1.   
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In order to estimate the switching probability of all gates (include the FFs) for functional 

operation, only the value of C0 and C1 of the primitive inputs (PI) are initialized to 0.5 

and 0.5.   

We calculate the switching probability (SWP) of the gate value by eq.4.1.  

SWP = C01 × C12 + C11 × C02                                (4.1) 

     If a gate has high switching probability, the faults at the output of this gate is denoted 

as FEO, otherwise the faults will be denoted as FHO.  For the faults easy to occur (FEO), 

it is needed to detect them as soon as they appear to ensure the reliability.In other words, 

the detection latency of FEO should be shortened as far as possible. In partition test, if a 

FEO can be detected by many scan-in patterns, the detection latency of this FEO can be 

reduced easily by evenly distributing the patterns to the subsets.  

FF

FF

FF

FF

PI PIPO
C0=0.5
C1=0.5 C0=0.5

C1=0.5

Time-Frame 1 Time-Frame 2

gate1 gate1

gate2 gate2

C01=0.2
C11=0.8

C02=0.6
C12=0.4

C01=0.3
C11=0.7

C02=0.1
C12=0.9

SWPgate1  = 
0.2*0.4+0.8*0.6
=0.56

SWPgate2  = 
0.3*0.9+0.7*0.1
=0.34

PO

Table 4.1 Probabilistic Controllability Computations  

 0/1 controllability (C0 and C1) 

*a, b: inputs, z: output 

AND C1 (z)= C1 (a)* C1 (b) 

NAND C0 (z)=C1 (a)* C1 (b) 

OR C1 (z)=1- (1-C1 (a))*(1- C1 (b)) 

NOR C0 (z)=1- (1-C1 (a))*(1- C1 (b)) 

NOT C1 (z)= 1-C1 (a) 

BRANCH C1 (z1)=C1 (z2)…C1 (zn)=C1 (a) 

 

Figure 4.2 Switching probability computations 
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However, if a FEO only can be detected by few scan-in patterns (e.g.: one pattern), the 

detection latency will always be very large by the conventional pattern partition 

approaches such as the method in [9] and [10]. In this chapter, we define the faults easy to 

occur and detected by few patterns as the risky faults. Reducing the detection latency for 

the risky faults should be crucial for ensuring the high reliability.  

4.3.2.2 Pattern partition algorithm  

     According to fault classification, there are faults which have long detection time 

interval and others have short detection time interval based on that we have to follow two 

techniques to distributed the scan-in patterns into subsets 

4.3.2.3 Evaluation metric of pattern partition   

We utilized the mean time to fault detection (MTFD) proposed in GA to evaluate the 

pattern partition. MTFD is defined as the sum of the time interval between fault occurrence 

and the fault detection of all the faults divided by the number of faults. It describes how 

fast the system can react to a fault once it appears. The computation for MTFD is based 

on three assumptions: 1) no fault occurs during testing application moment; 2) the time for 

applying the test can be neglected; and 3) the probability of fault occurrence is uniform 

over time.  Figure 4.3 shows the computing model of MTFD for partitioning test, and 

MTFD can be calculated by eq.4.2 and eq.4.3. 

 

Figure 4.3 MTFD model of partitioning test 

 

 

MTFD =
I

Nset
{∑ ∆fj

Nset
j=1 (2j − 1)}                        (4.2) 

   Where 

∆fj =
I

Nset
∑ (

fraction of faults undetected by 
 Ti+1, Ti, … Tj−1, but detected by Tj

)
Nset
i=1                     (4.3) 

4.3.2.4 Distribute scan-in patterns evenly  

In order to reduce the detection time interval for all faults, it is required to distribute 

scan-in patterns evenly. For this purpose, we do calculate the similarity between the scan-

I

T1 T2 T3 TNset

Time interval=I/Nset
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in patterns to guide the pattern partition. Similarity is defined as: given test set Torg, for a 

couple of scan-in patterns ti and tj, if they detected more than same faults, ti and tj then they 

are more similar, the number of these faults is defined as the similarity between ti and tj. 

In order to calculate the Similarity between scan-in patterns we can perform fault 

simulation. Table 4.2 shows the fault list detected by each scan-in pattern and it gives an 

example of similarity calculation.  

Partition procedure as followings: at first we define the terminology where we suppose 

partition a test set Torg  = {tj, tj+1, tj+2… tn} which detected number of faults f1~fk into the 

subsets Tset = {Ti, Ti+1, …Tm}, Norg number of scan-in patterns, Nset is the size of each subset.  

M denoted as the number of subsets, M= Norg /Nset . In the partition procedure, we need to 

comply following two constraints.  

- The similarity between the new pattern and the patterns already exist in the subset must 
be the smallest.  

- The similarity between subset must be the largest. 

      The partition procedure based on similarity applied, to distribute the scan-in pattern 

evenly to reduce the detection time interval for faults, which can be detected, by the large 

number of scan-in patterns. However, the risky faults still have long detection time interval 

and these faults have been missed in many subsets. Table 4.3 clarifies the result of the first 

phase of distributing scan-in patterns based on similarity. We denoted the faults, which 

undetected in subset as (1), and detected faults denoted as (0). The faults f1, f5, f7, f8 and f9 

are missed at many subsets, if the faults are risky faults, it will be easy to cause a failure. 

For that, the second phase, which is repeating scan-in patterns that detected the risky faults, 

is targeted to reduce the detection time interval for all faults. To partition test set Torg into 

several subsets must be applied the coming steps.   

1) For Torg perform fault simulation with fault dropping after N detection in order of 

scan-in patterns and for each fault record the ID of the first N patterns which 

detected the fault.  

2)  Every scan-in pattern pair ti  Nset and tj  Torg    where (i ≠ j) to count the number 

of faults which are detected by two scan-in patterns as shows in table 4.3. Distribute 
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a scan-in pattern into a subset must follow the similarity constraints which are as 

followings:  

 In the case of where the similarity between subsets is large.  

     We selected the scan-in pattern Nset that with largest similarity between them from 

table 4.3. Then distribute them into different subsets. If M> Nset then scan-in pattern 

is exist and calculate the sum of similarity for ti and tj. Then distribute the smallest 

value of Nset into a subset.  

     Table 4.2 Patterns detected faults  

 

 In the case of where the similarity between tj and ti is small. 

We find out the pattern tj that has the smallest value of similarity and the pattern ti 

that has already existed in the subset. In case if there is more than one pattern is  

qualified, calculate the sum of similarity for pending patterns and the pattern ti, which 

has already existed in other subsets. Then we distribute the patterns, which have the 

largest sum value of similarity to the subsets.  

3)  Perform the step 2 until all given test in Torg are distributed.  

4.3.2.5 Repetation of the scan-in patterns that detect the risky faults 

     We repeatedly distribute the patterns, which can detect more Risky Faults to different 

subsets in order to reduce the detection time interval for the risky faults.  

The procedures steps as followings;  

a) First, find out the scan-in pattern that detected largest number of risky faults from 

subset Ti, if found then mark as tx.  

f1 f2 f3 f4 f5 f6 f7 f8 f9

t1 1 1 1

t2 1 1

t3 1 1 1 1

t4 1 1

t5 1 1

t6 1 1

t1 t2 t3 t4 t5 t6

t1 - 0 2 1 0 1

t2 0 - 2 0 1 0

t3 2 1 - 1 1 1

t4 1 0 1 - 0 1

t5 0 1 1 0 - 0

t6 1 0 1 1 0 -

Table 4.3 Similarity of scan-

in patterns 
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b) According to the pervious phase, when the similarity between the subsets is large, it 

means the faults which are detected in Ti are mostly have been detected in subset 

Ti+2 except risky faults. Therefore, from the subset Ti we find out the scan-in pattern 

that detected the fewest number of additional faults comparing with subset Ti+1 then 

mark as ty.  

c) Repeat to assign tx into subset Ti+2   and extract ty from Ti+2 into subset (Tnew).  Tnew 

is a new subset we have added as a template for the extracted scan-in patterns.   

d) We moved to the next subset Ti+1, and then perform procedures in the steps a, b and 

c until the subset size of (Tnew) > (N/M). 

e) The metric of Mean Time to Detect the Fault (MTFD) used to evaluate the partition 

procedure. If the detection time interval has been reduced for all faults then again 

goes through the repeating procedure, otherwise stop the procedure. 

4.3.3 Experimental results   

     To demonstrate the effectiveness of the proposed test partition method, we 

implemented it using C language and performed experiments for ISCAS’89 circuits. In the 

experiments, we used scan-in patterns generated for single stuck-at faults by an in-house 

ATPG program. We set the maximum number of patterns of each subset denoted by Nset 

to 10 and 20. Number of scan-in patterns distributed to each subset will never exceed Nset. 

For determining the risky faults, the faults located at the gate whose switching probability 

is larger than the 1.5 times of the average switching probability of all gates will be selected 

as the risky faults. Table 4.4 shows the results of Switching Probability of faults and the 

number of risky faults for ISCAS’89 circuits. In order to verify the effectiveness of the 

proposed approach in improving the detection latency for rotating test, we performed 

experiments for random partition as a comparison.  

In the first experiment, Nset is set to 10 and the results are given in Table 4.5, the first 

column gives the name of the circuit, followed by the number of scan-in patterns of the 

original test set. Column headed by “Nset” gives the number of subsets. The columns 

denoted by “AveDet”, “Ave.Fcov.”, ”MTFD” and “LB_MTFD”  show the results of 

average detection times of all faults, the average of fault coverage of the sunsets, the 

MTFD of all faults and the lower bound of MTFD for Nset partition, respectively. The 
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results of MTFD of risky faults are also shown in the table 4.4. For the proposed partition 

method, the number of subsets Nset is larger than #Pattern/Ntest due to some new subsets 

are created for reducing the MTFD of risky faults by repeatedly distributing patterns. Note 

the results of MTFD, compared to random partitioning, the proposed method achieved 

smaller MTFD for all faults, and the MTFD of risky faults are also reduced. In random 

partitioning, scan-in patterns of risky faults are not repeat assigned to the subsets, the risky 

faults have the longest detection time interval that causes the largest value for MTFD 

which is 0.5. In the proposed method, MTFD of all faults are very close to the lower bound 

value of MTFD, and even smaller than the lower bound value of MTFD in s13207 and 

s15850. This is because that some patterns are repeat assigned to different subsets that not 

only increased the detection time (AveDet) for risky faults but also for the non-risky faults.  

     In the second experiment, Nset is set to 20 and the results are given in Table 4.6 the 

results also shows the effectiveness of the proposed method compared to random partition 

as same as the first experiment. However, while the average fault coverage of subsets is 

increased, the MTFD becomes larger than that of Nset =10 shown in table 4.5. It suggests 

increasing the number of test sessions during a fixed period can reduce the MTFD thus 

ensure the high reliability if the time cost for applying test can be neglected. 

Table 4.4 Probabilistic Controllability computations  

 
 

Table 4.5 Experimental results for N se t=10. 
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Table 4.6 Experimental results for N se t =20. 

 

 

4.4 Approach 2: Test partitioning utilizing the Machine Learning 

4.4.1 The Problem of Pattern Partitioning  

     To execute the field test, we can partition the large original test set into many small 

subsets and apply each subset to the test sessions (when system is in starting up/idle state). 

However, test partitioning suffers from a reliability challenge that refers to the increase of 

fault detection latency.  

Due to the missing scan-in patterns of each subset, a fault may not be detected at the 

following test session right after it occurs. The fault effect would be propagated during a 

time interval from its occurrence to the detection. While a system failure is not caused 

necessarily as soon as a fault sensitized, the longer detection time interval would cause the 

higher probability of a failure. Therefore, shortening the detection time interval for each 

fault is crucial to guarantee the reliability. 

     In [9] authors analyzed the mechanism of fault detection latency for pattern partitioning 

and proposed a metric named MTFD (Mean Time to Fault Detection) to evaluate the fault 

detection latency, and authors proposed GA based partitioning algorithm to minimize the 

MTFD for all faults. While GA based partitioning achieved significant MTFD reduction, 

it is too time-consuming to apply for very large circuit, e.g.: circuit with several million 

gates.   

      In this chapter, we employ two machine learning algorithms SA and SVM for pattern 

partitioning problem to derive the optimal partitioning solutions for minimizing the MTFD 
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of faults and shortening the runtime of pattern partitioning that will be described in the 

following sections.    

4.4.2 Machine Learning Algorithm  

Machine learning (ML) is subset of artificial intelligence and it build a mathematical 

model based on sample data, known as "training data", in order to make predictions or 

decisions without being explicitly programmed to do so [44].  

Recently, machine-learning technique is gaining increased attentions in data 

classification problem and optimization problem such as the SA (Simulated Annealing 

algorithm) and SVM (Support Vector Machine) model are well known. In this chapter, we 

introduce SA and SVM for test partitioning problem, respectively, aiming for achieving 

the optimal partitioning to minimize the MTFD. The SA based partitioning focus on 

exploring a global optimization solution for pattern partitioning based on the behavior of 

cooling metal. In SVM based partitioning, we utilize the One-Class SVM to classify the 

scan-in patterns into some groups according to the feature of scan-in patterns (e.g.: the 

number of detectable faults of each pattern) that each group will comprise the patterns with 

the same (or similar) feature. Then, disperse the patterns of each group to different subsets 

to derive the best solution of pattern partitioning with small MTFD.  

The major contributions of this chapter are as follows: 

1) We successfully employed two machine-learning algorithms SA and SVM to solve 

the pattern-partitioning problem.  

2) Experimental results on ISCAS85 benchmark circuits show that both the SA and 

SVM based partitioning method can achieve very small MTFD. 

3) We suggest that SVM based method can derive the best pattern partitioning 

solution within very short processing time, which is much more efficient than SA 

that is a big contribution to the pattern partitioning for very large circuit.   

4.4.3 Machine Learning Based Test Partitioning 

     In this part, we introduce two machine-learning models for test partitioning by using      

     SA and SVM, respectively. 

https://en.wikipedia.org/wiki/Artificial_intelligence
https://en.wikipedia.org/wiki/Mathematical_model
https://en.wikipedia.org/wiki/Mathematical_model
https://en.wikipedia.org/wiki/Training_data
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4.4.3.1 SA based Test Partitioning 

     The simulated annealing is a global solution for a given combinatorial optimization 

problem based on the behavior of cooling metal, and has been widely apply to solve many 

NP-hard problems [17]. Figure 4.4 shows the procedure of SA based test partitioning. In 

the procedure, first we randomly assign N scan-in patterns to each subset and calculate the 

MTFD of faults. Then we set the initial temperature Tini=100 at the beginning of SA 

partitioning. In the following SA process, we first exchange one pattern (ti↔tj) of any two 

subset Sm and Sn, where ti ϵ Sm and tj ϵ Sn, and evaluate the MTFD of faults after the pattern 

exchanging. Then, an Acceptance Judgment process is done to check whether or not the 

current pattern exchanging is acceptable by acceptance probability (ACP), which can be 

calculated by the following formula.  

ACP =  {
1                            ∆MTFD < 0

exp (−
∆MTFD

Tk
)        otherwise                                      (4.4) 

Here, ΔMTFD denotes the difference between the MTFD of the faults before and after the 

pattern exchanging. When ΔMTFD is smaller than 0, the ACP equals to 1, which means 

the pattern exchanging would achieve more MTFD reduction; otherwise, the pattern 

exchanging would cause MTFD increase. In SA based partitioning, for the pattern 

exchanging, which caused MTFD increase (ΔMTFD>=0), it denotes that the pattern 

exchanging would be deduced a bad local partitioning solution but may not be worse.  

It is still possible to explore a global optimal solution from a bad local solution. Therefore, 

we need to check how much worse the local solution is. 

 In the SA algorithm, we randomly generate a value between 0 and 1 as the random 

acceptance probability denoted by ACPrand, and compare it with the ACP of the current 

pattern exchanging. If ACP>ACPrand, the pattern exchanging will be accepted, otherwise 

restore the pattern exchanging. When all patterns in the subsets are exchanged in a 

temperature condition Tk (start from 100), the temperature will be decreased to the 80% of 

the previous temperature, and repeat the pattern exchanging process until Tk<1. 
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Figure 4.4 Flow chart for Simulated Annealing partitioning method 

 

4.4.3.2  SVM based Test Partitioning 

     SVMs are well-known machine learning models, which have been widely applied to 

solve pattern recognition and classification problems because of their flexibility, 

computational efficiency and capacity to handle high dimensional data [18]. OC-SVM 

(One-Class Support Vector Machine) is an unsupervised SVM generally used to identify 

outliers from a given data set. In OC-SVM, the support vector model is trained on data 

that has only one class. The OC-SVM infers the features of elements from the dataset, and 

predicts which elements are unlike the other elements of the dataset so as to separate the 

elements with large different features. In other words, the most similar elements (with 

more same features) can be classified into the same class (group). In pattern partitioning 

problem, our target is to distribute the scan-in patterns with the same features to different  

subsets as even as possible for reducing the MTFD. It is important to distinguish the scan-

in patterns with the same features of the original test set at first.  

  In this chapter, we propose a novel pattern partitioning approach by utilizing the OC-

SVM model. Figure 4.5 shows the whole flow of the procedure for 4 subsets partitioning. 

The pattern partitioning approach consists of two phases: OC-SVM based Pattern 

Restore the pattern exchange

Tk+1<1

Yes

No

ACP>ACPrand

All pattern of Sm and Sn are 

Exchanged?

Cooling Tk+1 (80% of Tk) 

Start

Randomly assign Ntest patterns to Nset subsets

Exchange new ti and tj of subset Sm and Sn

(0<i,j<Norg, 0<m,n<Nset)

MTFD Calculation

Initialize the temperature Tini=100

Acceptance Probability (ACP) Calculation 

MTFD Calculation

End

Yes

No

Yes

No

Acceptance 

Judgment
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Grouping, and HD (Hamming Distance) based Pattern Distributing. In the Pattern 

Grouping phase, we utilize the OC-SVM to classify the scan-in patterns of a give test set 

into two groups based on the following features of pattern.   

F1:  Total number of faults that are detected by scan-in pattern tx. 

F2:  Total number of faults that are only detected by scan-in pattern tx. 

F3:  Total number of faults that are not only detected by scan-in pattern tx.  

 

Original Test Set

OC-SVM Classification

Group_A Group_B

OC-SVM Classification OC-SVM Classification

Group1 Group2 Group3 Group4

Subset S1 Subset S3Subset S2 Subset S4

OC-SVM based 

Pattern Grouping

Hamming Distance (HD) based Pattern Distributing

 

Figure 4.5 Flow chart for SVM based patter partition 

 

For a given test set, every time the OC-SVM will generate two classes (groups), the 

scan-in patterns with the most similar features (F1, F2 and F3) will be classified into the 

same group. For Nset (Nset= 4, 8 or 16…etc.) pattern partitioning, Pattern Grouping needs 

to generate Nset groups for the following Pattern Distributing phase; therefore, we repeat 

the OC-SVM Pattern Grouping process until Nset groups are generated. After the Pattern 

Grouping phase, we can get Nset groups of patterns, however these groups cannot be used 

as the subsets for field testing because each group composes the scan-in patterns with the 

most similar features, and the features between groups are very different which would 

cause large MTFD. For example, suppose that if SVM classifies the test set into two groups 

based on feature 1 (F1) as given above, the patterns that can detect a large number of faults 
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will be included in Group1, and the patterns that can detect small number of faults will be 

classified into Group2. When applying Group1 and Group2 to the test, a large number of 

faults detected by Group1 would be missed by Group2 that can cause long non-detection 

interval for such faults. Therefore, in order to minimize the MTFD, we perform the Pattern 

Distributing follow the OC-SVM Pattern Grouping phase. In Pattern Distributing phase, 

we focus on dispersing the patterns of the groups to different subsets as even as possible. 

We utilize HD between scan-in patterns to guide the Pattern Distributing. Table 4.7 gives 

an example to calculate the HD between scan-in patterns. For the original test set, we 

perform fault simulation to compute the list of detectable faults for each scan-in pattern, 

as shown in Table 4.7 (a), if a fault is detectable by a pattern, in the fault list the fault will 

be labeled with 1, otherwise with 0. The HD measures the difference of fault list between 

two patterns. As shown in Table 4.7 (b), the fault list of scan-in pattern t1 and t2 are 

[111100] and [011110], and thus there are two bits different, then the HD between t1 and 

t2 is 2.  

In Pattern distributing procedure, in order to minimize the MTFD, we assign a pattern 

to a subset from the groups in accordance with the following constrains. 

C1. The HD between subsets is small  

C2. The HD between scan-in patterns in each subset is large  

The procedure of Pattern Distributing is as follows.  

Step1.  Create Nset subsets denoted by Si (0<i<=Nset). 

Step2.  For a subset Si, pick up one pattern tx (0<x≤ Ntest) from group Gj (0<j≤Nset) that  

             has the largest HD between other patterns in Gj, and assign tx to Si. 

Table 4.7 Calculation of Hamming Distance  

 

fault list

f1 f2 f3 f4 f5 f6

t1 1 1 1 1 0 0

t2 0 1 1 1 1 0

t3 1 0 0 0 1 0

t4 1 0 0 0 0 1

t1 t2 t3 t4

t1 - 2 5 4

t2 - - 4 6

t3 - - - 2

t4 - - - -

a. Fault list of test patterns b. Hamming Distance 

between test patterns
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Step3.  Move to the next group Gj+1, pick up one pattern ty (0<y≤Ntest) from group  

            Gj+1(0<j≤Nset) that has the largest HD between ty and the patterns already exist in    

             Si, and assign ty to Si. 

Step4.  Repeat Step3 until Nset patterns are assigned to Si.  

Step5. Repeat Step2~Step4 until all subsets are filled up with Nset patterns.  

4.4.4 Experimental Results 

To demonstrate the effectiveness of the two machine learning techniques: SA 

partitioning and OC-SVM partitioning, we conducted the experiments on Ubuntu 16.04.5 

OS using CPU (Intel® CoreTM i7-3770 @3.40GHz) with memory 16GB. We used 

python 3.6 to implement the partitioning algorithms and conducted the experiments on 

ISCAS85 benchmark circuits. We used scikit-learn library [19] to implement the OC-SVM 

based partitioning. For comparison, we also implemented the GA based partitioning 

algorithm presented in [9], the generation number is set to 1000. For all circuit, we divided 

the original test set into 4, 8 and 16 subsets, respectively.  

Table 4.8 shows the results of MTFD by GA, SA and SVM based pattern-partitioning 

methods. As for the result, it can be seen that increase the number of subsets can reduce 

the MTFD of faults which suggests that during a fixed period of system operation, conduct 

more test operations can shorten the detection interval of faults that contributes to improve 

the reliability of system. Regarding to the pattern partitioning method, SA and SVM based 

partitioning method achieved smaller MFTD compared to the GA based partitioning for 

most circuits. While the MTFD results of SVM based partitioning are larger than SA, the 

difference is very small which only 0.001 on average, and the processing time (runtime) 

for pattern partitioning is much shorter than SA as shown in table 4.9.  

In table 4.9, we evaluated the total runtime to derive the subsets by GA, SA and SVM 

based pattern partitioning methods. It can be seen that GA based method requires the most 

time to generate the final subsets. SA based method significantly shortened the runtime 

compared to GA. Moreover, the SVM based method shows much more efficient than SA, 

which can generate the subsets within 1s to achieve almost the same level of MTFD with 

SA. 
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4.5 Conclusions 

  In this chapter, we introduced two approaches to implement field-testing, first 

approach we presented a test partition method that takes the aging speed of faults into 

account. First, find out the risky faults, which are most likely to occur considering the 

aging speed though the evaluation of the switching probability of gates. In the test partition 

procedure, at first distribute the patterns into the subsets evenly and then perform the 

pattern replacement to repeatedly distribute the patterns, which can detect more risky faults 

to different subsets for reducing the MTFD of the risky faults. The experimental results of 

ISCAS89 bench circuits confirmed the effectiveness of the proposed test partition method.  

The second approach we presented Machine learning technologies SA and SVM into 

test partitioning problem.  Experimental results on the benchmark circuit show that both 

the SA and SVM based partitioning achieved smaller MTFD than the GA based 

partitioning. SVM based partitioning can generate the subsets with large MTFD 

improvement within the only 1s runtime which is much more efficient than other methods. 

To enhance the reliability, we improve the quality of test patterns that applied in POST, 

and that we introduced fault detection enhancement technology that presented in chapter 

5 and chapter 6. 

Table 4.8 The MTFD of GA, SA and SVM based pattern partitioning  

Circuits 
# of 

Patterns 

4 subsets partitioning 8 subsets partitioning 
16 subsets 

partitioning 

GA[13] SA SVM GA[13] SA SVM GA[13] 

c1355 104 0.179 0.178 0.181 0.132 0.13 0.132 0.113 

c7552 382 0.144 0.143 0.142 0.093 0.091 0.09 0.07 

cs9234 174 0.211 0.206 0.208 0.162 0.171 0.176 0.162 

cs38584 203 0.17 0.169 0.169 0.123 0.122 0.123 0.103 

Ave 216 0.176 0.174 0.175 0.127 0.129 0.13 0.112 

 
Table 4.9 the runtime (sec) of GA, SA and SVM based pattern partitioning  
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Chapter 5   

5  Fault Detection Enhancement DFT for POST  

From this chapter we are targeting improve the test quality of test data that are 

applied in POST. We introduced the multi-cycle test to the Logic-BIST scheme for 

reducing the volume of the root test data required for achieving high fault coverage. 

The multi-cycle test allows the test responses of the CUT to be reused as test stimuli 

for testing that could detect additional faults before the following root test data is 

applied.  However, we raise two major issues that obstruct the effect of multi-cycle 

test for shorting the test application time (TAT) of POST, which are: 

1. Fault effects vanishing (FEV) problem.  

2. Fault Detection Degradation of capture patterns (FDD). 

To address the FEV problem, we proposed a DFT approach named Fault-

Detection-Strengthened (FDS) method that presented in chapter 5. To overcome the 

FDD problem, we proposed a DFT method named FF-Control Point Insertion (FF-

CPI) technique that presented in chapter 6.     

5.1 Backgroud of POST 

     Recently, Power-on Self-Test (POST) is gaining increased attention in the automotive 

industry for ensuring the functional safety of the advanced automotive system in the field. 

Generally, the POST is executed by performing the Logic-BIST (Logic Built-in self-test) 

application during the start-up of the engine to test the automotive devices before starting 

any functional operations, thus, latent faults (multiple faults would violate the safety goal 

whose presence is not detected by a safety mechanism) in the devices can be detected at 

the early stage so as to avoid failures and guarantee the functional safety of the system.  

5.1.1 Functional Safety Standard: ISO26262 

     Functional safety of electrical /electronic programmable IEC 61508-2, it is required to 

achieve high fault coverage. Automotive Safety Integrity Level (ASIL) is a risk 

classification scheme defined by the ISO 26262 (The most stringent automotive safety 

integrity level (ASIL D) requires at least 90% of latent fault metric to avoid a random 

hardware failure due to permanent, intermittent or transient faults [2].  

https://www.iso.org/obp/ui/#iso:std:iso:26262:-1:ed-1:v1:en:term:1.134
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5.1.2 Previous DFT techniques for POST 

     To test an automotive device, the POST is required to meet several constraints 

including: 1) The specified fault coverage (stuck-at fault), 2) The limited test application 

time, and 3) The low power consumption. It is a difficult task to make a balanced 

relationship among the fault coverage, TAT and power consumption because improving 

the Design for Testability (DFT) to meet one constraint usually would aggravate the others 

[21]. For shorting the TAT of POST, many means focused on improving the test 

architecture involving the scan structure design or test scheduling, such as the scan chain 

partitioning [22], scan-shift clock reusing [23], TMS (Tri-Modal Scan) test [24] and 

capture-per-cycle hybrid-TPI [25]. However, these means still suffer from the problems in 

terms of the large hardware overhead, complex ATPG applications, and huge elapsed 

times for the simulation (logic & fault). Multi-cycle test that applies more than one capture 

clock to the circuit is proposed to test volume reduction by allowing multiple tests at each 

test pattern (scan-in pattern) [26-28]. In multi-cycle test, for each test pattern (scan-in 

pattern generated by an on-chip Random Pattern Generator such as a Liner Feedback Shift 

Register-LFSR), the test response captured at each capture cycle will be reused as test 

stimuli at the next capture cycles. The ability of the multi-cycle test is to reduce the number 

of the scan-in patterns for testing, because one root scan-in pattern generates M capture 

patterns as the test stimuli under the M cycles test. It thus provides more chances of stuck-

at fault detection compared to the traditional scan test with the single capture clock, and 

thus can reduce the number of scan-in patterns. In addition, it is also known that multi-

cycle test has a behavior to take the CUT closer to its functional operation conditions that 

can generate functional vectors with smaller power consumption which are very helpful to 

low power at-speed testing for delay faults detection [29]. Multi-cycle test is thus one of 

the promising ways to achieve a good trade-off among the fault coverage, TAT and power 

consumption for POST. 

5.2  Multi-cycle Testing 

     Multi-cycle test is a promising way to achieve high fault coverage with less scan-in 

pattern. Following discuss the benefit and the problem of Multi-cycle test in detail. 
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5.2.1 The Benefit of Multi-Cycle Test 

In this part, we describe the benefit of the multi-cycle test, we point out an issue of fault 

effects vanishing in the multi-cycle test. Then we describe a sequential observation 

technique to handle the issue of the fault effects vanishing for multi-cycle test. 

5.2.1.1 Multi-cycle test for fault coverage improvement 

 Figure 5.1.a shows the clock design of broadside for a traditional scan test for stuck-at 

fault testing. In one test session composed of scan-shift operation and capture operation, a 

pseudo-random pattern (scan-in pattern) generated by LFSR is serially shifted into the scan 

chain and the previous test response is shifted out from the scan chain during scan 

operation (Scan Enable: SE=1), then, in capture operation (SE=0), the scan-in pattern is 

applied to the CUT in parallel and the corresponding responses of the CUT are captured 

into the FFs at the capture clock. The traditional scan test requires large number of scan-

shift clock to serially load the scan-in pattern (test response) into (out) the scan chain which 

depends on the length of the longest scan chain, and only one capture clock is applied for 

stuck-at fault detection. 

 Suppose the length of the longest scan chain is L, each test session requires L+1 clock 

cycle, and only one clock (capture clock) is used for testing. To achieve target fault 

coverage, LBIST usually requires large number of pseudo-random patterns (scan-in 

patterns) that cause great amount of test application time.  

 

Figure 5.1 Clock Design for Scan Testing 

 

SE
Scan IN/OUT Scan IN/OUT

Capture

Operation

Single Capture Clock

Clocks

SE
Scan IN/OUT Scan IN/OUTCapture Operation

Multiple Capture Clocks

Clocks

a. Conventional Scan Test for Stuck-at Fault with single capture clock  

b. Multi-Cycle Test for Stuck-at Fault with multiple capture clocks  
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In contrast to the traditional scan test, the multi-cycle test applies more than one capture 

clocks during the capture operation in each test session (see Figure 5.1.b). In the first 

capture cycle of the test session, the test response of the root scan-in pattern is captured  

into the scan chain, and then it will be applied to the CUT in parallel as new test stimuli of 

the subsequent capture operation. Thus, for M-cycle test with the length of L scan chain, 

each test session requires L+M clock cycles out of which M clocks are used for fault 

testing. In other words, M tests are available in one test session with one root scan-in 

pattern. It should be noted that L is general much larger than M in a large-scale circuit 

(e.g.: L=500, M=10). Compared to the traditional scan test, the multi-cycle test could 

provide more chances to detect additional faults in the expanded capture cycles, which are 

not detected by the root scan-in pattern. It has promising potential to reduce the number of 

scan-in patterns for achieving target fault coverage (e.g.: 90% for ASIL D). The fewer the  

scan-in patterns can cause the less the shift operation (L clocks). As a result, it can shorten 

the TAT of POST in turn.  

Compared to the conventional scan test, multi-cycle test provides more chances for 

fault excitation to detect more additional faults, which are not detected by scan-in patterns. 

Therefore, it has promising potential to achieve high fault coverage with less scan-in 

pattern. Figure 5.2 shows the stuck-at fault coverage of scan test with single capture clock 

and multi-cycle test with 10 capture clocks for b13 of ITC99 benchmark.  

 

 

Figure 5.2 Stuck-at Fault Coverage of b13 
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     It shows that multi-cycle test achieved higher fault coverage with a smaller number of 

scan-in patterns than single capture test. However, the fault coverage of multi-cycle test 

becomes lower than single capture test by applying more scan-in patterns to the circuit 

(>200 scan-in patterns). This issue will be discussed in the following. 

5.2.2 The problems of Multi-cycle test  

     There are two major problems obstruct the effect of multi-cycle test to reduce the scan-

in patterns, 1) fault effects vanishing and 2) fault detection degradation of capture 

patterns. The fault effects vanishing problem denotes the fault effects excited at some 

intermediate capture cycles might disappear before their effects are propagated to the final 

capture cycle for observation due to the expanded long propagation path that would cause 

fault coverage loss. The Fault Detection Degradation (FDD) of capture patterns denotes 

the decrease of capability of capture pattern (the test responses of CUT) to detect more 

additional faults. 

In the following of this chapter, we analyze the mechanism in detail and propose a novel 

DFT technique named Sequential Observation (SEQ-OB) by FDS-FFs to address the fault 

effects vanishing problem. In chapter 6, we will describe the fault detection degradation 

problem and its solution in detail.  

5.2.2.1 Fault Effects Vanishing (FEV) 

    Generally, the response captured at the last capture cycle is observed in the multi-cycle 

test. A major problem is that a faulty value excited at a middle capture cycle might 

disappear before it is propagated to the last capture cycle. We call it fault vanishing. 

Figure5.3 shows the time-frame expansion of a sequential circuit in multi-cycle test, a fault 

at gate A is excited in the first capture cycle, and the faulty value of A can be propagated 

to FF4 and FF5. In the second capture cycle, the faulty value can be propagated to input 

of the gate B, C and D, but vanish at their outputs because the output value of gate B, C 

and D are dominated by the input values 0. When the number of capture cycles becomes 

larger, fault vanishing will be more possible that can cause fault coverage loss. This is the 

reason why the fault coverage of multi-cycle test becomes worse than single capture test 

shown in Figure 5.2 as increase the number of scan-in patterns. 

To address the fault effects vanishing problem, we have proposed the DFT techniques 

refers to SEQ-OB with FDS-FF design to directly observe and keep the faulty values 
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propagated to FFs at multiple capture clocks so as to gather the faulty values before 

vanishing [30-32].    

 

 

Figure 5.3 Fault effects vanishing in time-frame expansion circuit 
 

5.3 DFT approache to address FEV problem  

5.3.1 Sequential Observation for Multi-cycle test  

In order to handle the issue of the fault effects vanishing for multi-cycle test, a novel 

method that directly observe the value of FFs at each capture cycle has been introduced in 

[13], we call it Sequential Observation Technique (SOT). Figure 5.4 shows the overall 

structure of the method. In a scan based BIST design with multi-cycle test, scan-in pattern 

is loaded into the FFs through the scan chain during scan shift operation. Then, the 

responses of the CUT are captured into FFs at each capture cycle, and scanned-out to the 

comparator circuit (e.g.: MISR) after the last capture cycle. In order to avoid fault effects 

vanishing during multiple capture cycles, the outputs of each FF are connected to an 

additional comparator circuit so that the values of each FF captured at each capture cycle 

can be directly observed. In this way, the fault effects propagated to FFs and vanished at a 

capture cycle can be detected. However, observing the value of all FFs requires large 

hardware overhead (additional comparator) that is not feasible. In [14], the authors 

improved their scheme to reduce the hardware overhead by observing a small part of FFs. 

They have reported that the hardware overhead when observe 20% scan FFs only cause 

2.0% overhead increase which is far lower than 9.3% of the full observation (observe all 

FFs). However, the method for selecting the FFs for sequential observing that can achieve 

maximum fault coverage has not been established yet. 
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Figure 5.4 Sequential Observation for Multi-Cycle Test 

 

5.3.2 Problems of FF Selection for Observing 

The sequential observation is useful to overcome the fault effects vanishing issue for multi-

cycle test. However, hardware overhead is needed to perform the sequential observation 

in the multi-cycle test. Full observation for all FFs is impractical way. Therefore, it is 

needed to select the FFs that can detect more vanishing faults by sequential observation. 

We define the terminologies for the proposed method as follows. 

 Definition 1: vanishing fault and fault effects vanishing gate 

The vanishing fault is defined as the fault which is excited by a pattern (scan-in pattern 

or capture pattern) but vanish at some gates in the following capture cycles.The gate where 

the fault vanishes is called fault effects vanishing gate. 

 Definition 2: fault effects vanishing point FF 

In multi-cycle test, if a sensitive path between a fault node and its vanishing gate passes 

through a FF, sequentially observing the FF’s value can detect the vanishing fault. We call 

such FF the fault effects vanishing point FF.  Figure 5.5 shows an example of the 

vanishing fault, fault effects vanishing gate and fault effects vanishing point FF, 

respectively. 

 Definition 3: fault-detection-strengthened FF 

If large number of vanishing faults share the same vanishing point FF, observing the 

FF is effective to improve the fault coverage. We define such FF as the fault-detection  
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Figure 5.5 Definition of fault effects vanishing point FF 

 

strengthened FF (FDS_FF). For example, in Figure 5.5, FF2 should be an FDS_FF. 

One problem of FDS_FF selection for sequential observation is how to evaluate the fault 

effects vanishing point FFs. Furthermore, when apply multi-cycle test with N capture 

cycles to a CUT, the circuit complexity will become N-times due to time-frame expansion. 

For very large circuit (e.g.: with several million or more gates), the efficiency (shorter 

processing time) of FF selection is strongly required. 

Performing a full fault simulation (without fault dropping) can calculate all of the 

vanishing faults and find out the most effective FDS_FFs. However, it is too time-

consuming to apply for very large circuit. In [14], the authors proposed a simple algorithm 

for evaluating fault effects vanishing point FF based on SCOAP testability analysis 

method. In the method, the observability of FFs in a time-frame expansion circuit are 

calculated to evaluate the fault-vanishing point FFs, and FFs with higher value of 

observability (difficult to observe from external output) are selected as FDS_FFs for 

sequential observation. Experimental results reported in [14] shows the improvement of 

fault coverage compared to random selection and less CPU time than fault simulation-

based selection. However, since large value of observability of a FF denotes that the signal 

value at the FF is difficult to be propagated/observed at the last capture cycle in multi-

cycle test. It cannot be proved that more vanishing faulty values will pass through the FF, 

whose value is difficult to be observed because the vanishing faults always disappear at 

vanishing gates but not at the FFs. Therefore, we believe that the fault coverage 

improvement should be not enough.  
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5.3.3 Evaluation Methods for Fault effects vanishing Point FF  

In this part, we introduce three selection methods of fault detection- strengthened FFs 

(FDS_FFs) for sequential observation. In the methods, structure-based metrics are 

proposed to evaluate the fault effects vanishing point FFs. 

5.3.3.1 Method 1: Gate-FF Connection Complexity based Evaluation 

     For a gate gi in the combinational logic part of a sequential circuit, if its inputs connect 

with many FFs through input structural paths (from FFs to gate), the fault at gi should be 

more possible to be excited by scan-in pattern (scan-in or capture pattern). Moreover, if 

the output of gi connects with many FFs through output structural paths (from gate to FFs), 

the excited faulty value at gi should have more chances to be propagated to FFs. In 

addition, if large number of gates exist on the input/output structural paths of gi, the faulty 

value at gi is most likely to vanish. We call such connection information between gates 

and FFs the “Gate-FF Connection Complexity” and define six parameters to evaluate it. 

Definition: P1~P6 for each gate gi 

 P1. The number of FFs connected with the input(s) of gi by structural input paths 

 P2. The number of FFs connected with the output of gi by structural output paths. 

 P3. The total number of gates on the structural input paths of gi. 

 P4. The total number of gates on the structural output paths of gi. 

 P5. The length (gate levels) of the longest structural input paths of gi. 

 P6. The length (gate levels) of the longest structural output paths of gi. 

     Figure 5.6 shows an example to calculate the value of P1~P6. For each FF, we calculate 

the sum value of P1~P6 of all gates which can be observed by the FF through back-tracing 

as the Connection Complexity (CC) metric for evaluating fault effects vanishing point 

FF. The calculation formula is given as follow. 

CC(FF) = ∑ ∑ Pj
6
j=1

N
i=1                                (5.1) 

Where, N denotes the number of all gates observed by a FF. We believe that sequentially 

observing the FFs with higher connection complexity should be more effective for 

vanishing faults detection. 
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Figure 5.6 an example to calculate the Gate-FF Connection Complexity 

5.3.3.2 Method 2: Structural propagation path of fault in sequential circuit 

     If a vanishing fault excited in one capture cycle and its value can be propagated to a 

FF, it can be detected by sequentially observing FFs. Therefore, evaluating the structural 

propagation paths between gates and FFs in a sequential circuit should be effective to 

improve the fault coverage. Figure 5.7 shows a timeframe expansion circuit for 2-capture 

cycles test. In the figure 5.7, FFs are modeled as buffers in the middle capture cycles. We 

consider three types with different constraints, and calculate the number of gates that 

satisfy the constraints as metrics to evaluate the fault effects vanishing point FFs. Three 

types are shown as follows.   

 Type 1: For each FF, calculate the number of gates that satisfy the following 

2 constraints (denoted by C) such as gate g1 shown in Figure 5.7. 

C1. The gates only connect with FFi by structural output paths. 

C2. The gates connect with FFi by structural input paths. 

 Type 2: For each FF, calculate the number of gates that satisfy the following 

3 constraints such as gate g2 shown in Figure 5.7. 

C1.   The gates only connect with FFi by structural output paths. 

C2.  The gates do not connect with FFi by structural input paths. 

C3. Structural paths exist between the input and output of FFi. 
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 Type 3: For each FF, calculate the number of gates that satisfy the following 3 

Constraints such as gate g3 shown in Figure 5.7. 

C1. The gates only connect with FFi by structural output paths. 

C2. The gates do not connect with FFi by structural input paths. 

C3.  Structural paths do not exist between the input and output of FFi.  

For all types, we believe that sequentially observing the FFs with larger number of gates 

that satisfy the constraints should be effective to detect vanishing faults. 

5.3.3.3 Method 3: Branch Reachable Rate based evaluation 

     Generally, more branches in a circuit can create more structural propagation paths for 

faulty values. For a FF, if large number of branch signal lines exist in its input cone (the 

logic region observed by FF as shown in Figure 5.8 and can reach to the F through 

structural paths, observing the FF is most likely to detect more faults. Therefore, we use 

the Branch Reachable Rate of FF as a metric to evaluate the fault effects vanishing point 

FF that is defined as the ratio of the branches that can reach to the FF through structural 

paths. An example is shown in figure 5.8. The Branch Reachable Rate of FF can be 

computed by the following formula. 

BR(FF) =
# of reachable branches of FF

# of branches exist in the observable logic parts of FF 
                              (5.2) 
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Figure 5.7 Structural connections between gates and FFs 
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Figure 5.8.  Branch Reachable Rate 

 

Sequentially observing the FFs with higher Branch Reachable Rate might contribute to 

vanishing faults detection. 

5.3.4 FDS-FF Selection for Sequential Observation 

     In this part, we propose the method for selecting the fault detection- strengthened FFs 

(FDS_FFs) for the multi-cycle test with the sequential observation. Selecting the FDS_FFs 

for sequential observation using the evaluation methods individually might be effective to 

the fault coverage improvement of multi-cycle test for the circuits with special 

(corresponding) structure. We believe that comprehensively evaluating the metrics of 

vanishing fault detection capability derived by the evaluation methods could achieve a 

better solution of FDS_FFs selection for general circuits. In [15], Multi-Criteria Decision 

Analysis method named TOPSIS [16] has been introduced to find out an optimal solution 

of FFs selection for low power problem of BIST. We employ the TOPSIS algorithm on 

our proposed structure-based evaluation methods of fault effects vanishing point FFs to 

select the most effective FDS_FFs for improving the fault coverage of multi-cycle test 

with sequential observation. The procedure for selecting FDS_FFs based on the TOPSIS 

is model as follows.  

Procedure: Selecting FDS_FFs based on TOPSIS 

Step1.  Create an evaluation matrix consisting of M alternatives (number of FFs) and N 

criteria with the intersection of each alternative and criteria given as tij, we therefore 

have a matrix: 

   
                                   (5.3) ),,2,1,,,2,1(,)( NjMiT NMijt   
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Step2.  Normalize matrix T using following formula. 

                                                 (5.4)
 

Step3. Calculate the weighted normalized decision matrix vij by (5.5)  

,                                       
            (5.5) 

 

Step4. Determine the worst alternative (vj -: minimum value of each criteria) and the best 

alternative (vj+: maximum value of each criteria), and calculate the distance between 

the target alternative i and the worst condition (Si+) and the distance between the 

alternative i, and the best condition (Si
-) by formula (5.6). 

,                                    
  (5.6)

 

Step5. Calculate the similarity to the worst condition (Ci) for each alternative by (5.7): 

                                                           (5.7) 

Select the FFs with large Ci as FDS_FFs for sequential observation. 

 

5.4 Experimental Results   

     We evaluated the proposed fault-detection-strengthened FFs (FDS_FFs) selection 

methods for sequential observation using ISCAS89 and ITC99 benchmark circuits. A 16-

bits internal type LFSR (characteristic polynomial: X16+X15+X13+X4+1) is used to 

generate 10k pseudo-random scan-in patterns. A parallel scan structure with 100 FF-length 

of scan-chains is adopted (when number of FFs > 1600, 200 FF-length). A multi-cycle 

BIST with 10 capture clocks is applied to the circuit, and only 20% of FFs are selected as 

FDS_FFs, and their values will be sequentially observed during multi-cycle test due to the 

area overhead concern.  

     Conventional scan test with single capture clock (SCAN), 10 capture clocks test 

without sequential observation (MULTI_CAP) and with full observation (FULL: 

observing all FFs), and the SCOAP based selection method are performed for comparison. 

Table 5.1 shows the results of fault coverage and pattern reduction by sequential 

observation.  
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     For each circuit, the results of final fault coverage achieved by 10k patterns are shown 

in the upper row, and the number of patterns to achieve the largest fault coverage is shown 

in the lower row. From the results of fault coverage, it can be seen that multi-cycle test 

(MULTI-CAP) achieved significant increase of fault coverage for most of the circuits, but 

decrease for s13207 and s15850, compared to the conventional scan test. This is because 

more faults vanished during the multi-cycle test as described in section 5.2. Sequentially 

observing all FFs can achieve the most fault coverage improvement, which can be used as 

upper bound of fault coverage increase to evaluate the effect of the proposed FDS_FFs 

selection methods. When observing 20% FFs, SCOAP based selection method only 

achieved small increase of fault coverage for ISCAS89 circuits and b20 compared to multi-

cycle test.  

In the three FDS_FFs selection methods proposed, the fault coverage of all circuits could 

be improved by at least an individual method, and the results are much closer to (or even 

same with) the upper bound of fault coverage achieved by full observation.   

     The TOPSIS based selection method comprehensively evaluates the three methods 

(same weight values: 0.2), for all circuits it therefore can achieve the most fault coverage 

improvement. Note the results of the number of scan-in patterns (null means 10k patterns 

cannot achieve the fault coverage of SCAN); our proposed FF selection methods also 

achieve more pattern reduction compared to the multi-cycle test and the SCOAP method. 
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5.5 Case Study 

     We conducted a case study on an electronic control unit (ECU) circuit provided by 

Renesas System Design Corp. using Test tools to verify the feasible of the proposed 

FDS_FFs selection methods for sequential observation. The information of the ECU 

circuit is detailed in Table 5.2. A special scan cell for sequential observation that has small 

area is developed by Renesas and has been applied to the DFT of the ECU circuit.   

     In order to evaluate the effect of multi-cycle test on fault coverage improvement, we 

applied 10k random pattern to the ECU circuit, and performed testing with 1~10 capture 

clocks, respective. 

 

 

 

 

 

     Figure 5.9 shows the results of fault coverage. It can be seen that the conventional scan 

test with single capture clock achieves 87.7% fault coverage using 10k random patterns 

that cannot satisfy the requirement (>90%) for the functional safety. Applying more 

capture cycles increases the fault coverage, and reduce the number of scan-in patterns for 

achieving 90% fault coverage. For example, only 6144 random patterns (scan-in pattern) 

Table 5.2 Information ECU circuit  

# of PIs 2364 

# of POs 2600 

# of Gates 251796 

# of FFs 13159 

# of Scan Chain 134 

Max. Chain Length 100 

# of Stuck-at Faults 1419234 

 

Table 5.1 Fault coverage improvement and pattern reduction by sequential 

observation 

 

circuit #FF

#Chain/

Max.Lengt

h

#Faults SCAN
MULTI_

CAP

Multi-cycle test with sequential observation

FULL SCOAP Method1
Method2

Method3 TOPSIS
Type1 Type2 Type3

s13207 669 7/96 9815
86.78 80.98 89.49 88.01 88.96 87.09 87.07 88.85 88.60 88.24 

10000 null 4650 6427 5263 8524 8524 5263 5709 6051

s15850 597 6/100 11725
86.88 85.91 88.40 87.75 87.69 87.31 87.71 86.97 86.73 87.61 

9908 null 4481 5622 6588 7580 6424 9441 null 6994

s38417 1636 9/182 31180
91.93 94.67 95.72 94.75 95.32 95.31 95.38 95.26 94.68 95.33 

9947 3095 1297 2551 1497 2005 1946 1610 3095 1472

b13 53 1/53 857
94.63 93.00 94.63 93.00 94.63 93.00 94.63 94.63 94.63 94.63

2613 null 1137 null 2316 null null 2316 1137 2316

b14 245 3/82 12811
84.35 86.89 86.93 86.89 86.89 86.92 86.89 86.89 86.92 86.92 

9678 2011 2011 2011 2011 2011 2011 2011 2011 2011

b15 449 5/90 23528
69.60 91.10 91.16 91.10 91.11 91.10 91.14 91.13 91.14 91.13 

6761 158 158 158 158 158 158 158 158 158

b21 490 5/98 26580
85.45 89.00 89.13 89.01 89.12 89.12 89.12 89.00 89.12 89.12 

9956 1056 652 1012 693 699 693 939 699 699

AVE - - -
85.66 88.79 90.78 90.07 90.53 89.98 90.28 90.39 90.26 90.42 

8409 - 2055 - 2647 - - 3105 - 2814 



 47 

are needed when applying 10 capture clocks. To evaluate the efficiency of the proposed 

FF selection methods, 20% of FFs are selected by the proposed methods and their values 

are sequentially observed during the multi-cycle test. Figure 5.10 shows the fault coverage 

results for 10 capture cycles test.  

     Compared to the results of 10 capture cycles test without sequential observation 

(Non_Observation), all the proposed FDS_FFs selection methods can further improve the 

fault coverage. Method 1 and Type 2 of Method 2 achieved the largest increase in fault 

coverage (>95%), and Type 1 and Type 3 of method 2 show some fault coverage 

improvement with SCOAP method. While Method 3 achieved higher fault coverage for 

ITC99 bench circuits, it shows lower fault coverage for ECU circuit compared to SCOA 

method.  

TOPSIS based FDS_FFs selection method comprehensively evaluates the metrics of 

Method 1~3, and achieves larger fault coverage than SCOAP but lower than Method 1 

and Type 2 of method 2. This is because of the impact of Method 3, which might be less 

effective to improve fault coverage for very large circuit. However, it is worth noting that 

TOPSIS based selection method is effective to achieve higher fault coverage for an 

unknown circuit especially for a very large circuit. For pattern reduction, the number of 

random patterns required to achieve 90% fault coverage by the proposed FF selection 

methods are shown in Table 5.3. 

 
Figure 5.9 Stuck-at fault coverage in multi-cycle test  
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Figure 5.10 Stuck-at fault coverage of 10-

cycle test by sequential observation 
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     It can be seen that the number of random patterns for 90% fault coverage in 10-cycle 

test can be reduced to a half or a third of 6144 patterns by sequentially observing 20% FFs. 

Method 1, Type1 of Method 2 and TOPSIS show higher pattern compression rate (the 

number of patterns for non-observation/the number of patterns for sequential observation) 

than SCOAP method which are 3.1X, 3.0X and 2.4X, respectively. Method 1 achieved the 

largest compression rate (3.1X). 

 

5.6 Conclusions  

In order to handle the fault effects vanishing issue in multi-cycle test, we have proposed 

three methods to select the FDS_FFs for sequential observation by evaluating the structure 

of circuits. Experimental results of ITC99 benchmark circuits shows that the proposed 

methods are much more effective to the most of circuits in fault coverage improvement 

and random pattern reduction than SCOAP based method (the existing method). We also 

performed a case study on a real ECU circuit, which consists of 250k gates and 10k FFs. 

The results show that selecting FDS_FFs for sequential observation by evaluating the 

“Gate-FF Connection Complexity” (Method1) and the structural propagation path of fault 

in sequential circuit (Method2) can significantly improve the fault coverage (>95%) and 

can reduce the number of scan-in patterns (e.g.: 2.4X~3.1X compression) to achieve 90% 

fault coverage. We proclaim that the multi-cycle test with the sequential observation for 

the selected FFs can achieve 90% fault coverage that satisfies the requirement of functional 

safety by using small number of random scan-in patterns. To overcome of fault Detection 

Degradation (FDD) of capture patterns issue, we proposed a DFT method named FF-

Control Point Insertion (FF-CPI) technique that we introduced in chapter 6.  

 

Table 5.3 Pattern reduction for testing the ECU circuit  

 

Multi-

Cycle 
SCOAP Method1 Type1 Type2 Type3 Method3 TOPSIS 

(10 

Capture) 

# of Patterns 6144 2688 1984 2816 2048 2688 3904 2560 

Compression 
- 2.3 3.1 2.2 3 2.3 1.6 2.4 

Rate (X) 
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Chapter 6 

6 DFT method to address FDD Problem 

 As discussed in chapter 5, we raised two major issues that obstruct the effect of multi-

cycle test to reduce the scan-in test pattern for shorting the test application time (TAT) of 

POST, which are fault effects vanishing (FEV) problem and fault detection degradation of 

capture patterns (FDD). In this chapter, we focus on the Fault detection degradation 

problem of multi-cycle test, we first analyze the mechanism of FDD problem in detail, 

then, we will introduce a DFT method we proposed named FF-Control Point Insertion 

(FF-CPI) technique by modifying the captured values of scan Flip-Flops (FFs) during 

capture operation [35][47] to overcome the FDD problem. Also, we proposed the methods 

to evaluate the FFs for determining the candidate FFs for FF-CPI that can achieve more 

fault detection, by analyzing the circuit structure w/o any simulations for the purpose of 

shortening the development period of DFT.  

The main contributions of this chapter are as follows.  

1) A DFT technique referred to FF-CPI is proposed to address the fault detection 

degradation of the capture patterns under the multi-cycle test.  

2) Three kinds of FF selection methods for FF-control point insertion are proposed by 

analyzing the circuit structure without any simulation that can shorter the period of DFT.  

3) The Partial observation of SEQ-OB is introduced into the FF-CPI technique for 

achieving a good trade-off between scan-in pattern reduction and hardware overhead for 

practical use.  

4) Experimental results of ISCAS’89 and ITC’99 benchmark circuits under the single 

stuck-at fault model show a significant pattern reduction with smaller hardware overhead. 

6.1  Analysis of FDD problem 

The Fault Detection Degradation (FDD) of capture patterns denotes the decrease of 

capability of capture pattern (the test responses of CUT) to detect more additional faults. 

It is well known that multi-cycle test has the behavior to take the CUT closer to its 
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functional operation conditions. As reported in [17], the internal state transitions of CUT 

will decrease and become stable at very low level as increasing the number of captures 

cycles that is helpful to low power at-speed testing for delay faults (e.g.: transition delay 

faults) detection [12][17][18]. On the other hand, the state of many FFs during multiple 

capture cycles (responses of CUT after each capture) might consequently become constant 

values (e.g.: fixed at 0/1) when large numbers of capture cycles are applied. Since the value 

of FFs (capture pattern) are reused as scan-in patterns at the subsequent capture cycles, 

large number of FFs with constant values would cause the loss of randomness property of 

the capture pattern. We believe that this behavior obstructs to detect more additional stuck-

at faults by using the capture pattern. To verify such assumption, we design a preliminary 

experiment as follows. 

We defined a TpCi,j (Transitions per Cycle, 0<i<= total number of FFs, 0<j<= total 

number of capture cycles) to evaluate how many times the state of a FF (i) changed after 

a capture cycle (j) during a complete test. For a complete test with k scan-in patterns, the 

TpCi,j can be calculated by following formula.  

TpCi,j = ∑ vi,j−1,k ⊕ Number of Test
k=1 vi,j,k                                    (6.1) 

     Where, Vi,j,k denotes the value of FFi at the j capture cycle when the k pattern is applied. 

Figure 6.1 shows an example to calculate the TpC for FF1 under 4 capture cycles test with 

3 patterns.  In the example, V1,0,k denotes the initial state of FF1 of the kth test which comes 

from the scan-in pattern, V1,j,k denotes the state of FF1 at the j capture cycle in the k test 

which are the responses of CUT after the j capture cycle  For each test, we compare the 

state of FF1 at each capture cycle with its state at the previous cycle to detect a transition 

of FF1 at the cycles When k (k=3) tests are applied, we take the sum of transition at the 

same capture cycle as the TpC of FF1. The value of TpC in the example expresses that 

the state of FF1 changed in 3 tests at the first capture cycle, 2 tests at the second capture 

cycle, and 1 test at the third and the fourth capture cycle during the complete test. 

Evaluation of TpC of FFs at each capture cycle First, we execute a logic simulation with 

50 patterns under 10 capture cycles test to calculate the TpC for each FF. Figure 6.2 shows 

the TpC of each FF at 10 capture cycles. The vertical axis denotes the total TpC during 50 
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tests, the horizontal axis denotes the capture cycle number, and the lines denote the TpC 

of each FF at the corresponding capture cycle. It can be observed that the number of tests  

in which the state transition occurred in each FF decreases as applying more capture 

cycles. For FF4, FF6, FF7, FF8, FF9, and FF12, state transitions occur at the first capture 

cycle in many tests (16~27 tests), then their states become constant value in most tests 

after the second capture cycle.  

     The observation in Figure 6.2 confirmed that the multi-cycle test could cause the state 

of many FFs become constant (e.g.: fixed at 0 or 1) as increase the capture cycles. In other 

words, many bits of capture patterns would never change at the subsequent capture cycles 

and the sequence of capture patterns would lose the randomness property. We believe that 

this behavior would obstruct the capture patterns to detect the additional stuck-at faults, 

which are possibly missed by their root scan-in patterns, as follows. 

 

 

Figure 6.2 TpC of each FF at capture cycles 
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Figure 6.1 Example to calculate the TpC for a FF 
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1) Evaluation the additional fault detection at each capture cycle  

    The fault-dropping simulation (one-detection drop) with 10 captures cycles using 50 

scan-in patterns is executed on s298 to evaluate the number of additional stuck-at faults 

detected at each capture cycle. 

     In the fault simulation, we observe the value of all FFs at each capture cycle by SEQ-

OB technique, and check the fault detection at each capture cycle. Once a fault is detected 

at a certain capture cycle, it will be accounted inclusive of the additional faults of the 

capture cycle, and be dropped (eliminated) from the fault list. All faults (308 stuck-at 

faults) of the combinational circuit are simulated in this experiment.  

     Figure 6.3 shows the result, where the line denotes the average TpC of all FFs at each 

capture cycle given in Figure 6.2 which is referred to the right vertical axis, and the 

columns denote the total number of the additional stuck-at faults detected at each capture 

cycle referred to the left vertical axis. In where, the column of cycle 1 shows the result of 

the scan-in patterns (50 scan-in patterns), and the column of cycle 2 shows the result 

achieved by the capture responses of the scan-in patterns, and so on forth, the columns of 

cycle 3~10 show the results achieved by the responses of the capture patterns in cycle 2~9, 

respectively.  

     It should be noted that the additional faults of a capture cycle denote the faults that are 

newly detected at the current capture cycle (by scan-in pattern or capture pattern) which 

are also detectable by other scan-in patterns or capture patterns in the following test.  

 
 

Figure 6.3 Average TpC of FFs & Number of additional faults detected at 

capture cycles 
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Compared to the result of cycle 1 where 154 stuck-at faults are detected by 50 scan-in 

patterns in total, it can be observed that the number of additional faults detected by the  

capture patterns (2~10 cycle) decrease as increasing the capture cycles, and the number of 

state transitions of FFs show a decreasing trend similar with the number of additional 

faults. 

     From the above observation, we insist that the state of many FFs will be held at 

constant (e.g.: fixed at 0 or 1) in the subsequent capture cycles that would cause the 

sequence of capture patterns at each test session would lose the randomness property. 

Therefore, it makes the capture patterns difficult to detect more additional stuck-at faults. 

On the other hand, since multi-cycle test enables many tests to be executed in the capture 

operation after a scan-in pattern is serially shifted in the scan chain. The operation for a 

scan-in pattern is very time consuming. If the more additional faults can be detected by 

capture patterns, the fewer the scan-in patterns to achieve target fault coverage. Therefore, 

the multi-cycle test can cause the less the shift operation to shorten the TAT. To improve 

the effect of multi-cycle test to reduce the scan-in patterns for shorting the TAT of POST, 

it is necessary to develop a DFT technique to address the FDD problem. 

6.2 FF-Control Point Insertion (FF-CPI) for Multi-cycle test 

      The basic idea of FF-CPI is to overcome the Fault Detection Degradation problem 

(FDD problem) to enhance the stuck-at fault detection and pattern reduction for multi-

cycle test [35].  

As discussed above, the FDD problem of multi-cycle test arises from the loss of the 

randomness property of capture patterns because of the state of many FFs would be held 

at constant (e.g.: fixed at 0 or 1) as increasing the number of capture cycles. Therefore, a 

key to address the FDD problem should be improving the randomness property for capture 

patterns. An idea to improve the randomness property is modifying the values of some FFs 

as to avoid constant states during the capture cycles. For illustration, we performed an 

additional experiment on s298 to verify the effect of the idea as follows. 

 Example of our analysis 

     To verify the effect of the idea of modifying the value of FFs in capture cycles, we 

choose a certain FF of s298 circuit as the target and reverse its value in force during the 

multi-cycle test. We check that 1) how much impact modifying the value of FF would 
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have on the TpC and 2) whether more additional faults could be detected by the capture 

patterns.  

1) The impact on TpC when modifying the value of FF  

      As we show the result of TpC given in Figure 6.2, the state transition of FF6 occurred 

in 16 tests at the first capture cycle, then its state will be held at constant value at the 

following capture cycles in almost all tests. It is because that FF6 is one of the 2-bit mode 

registers of the status logic in the traffic light controller, which is directly controlled by a 

primary input (PI). In multiple cycle tests, the values of PIs are fixed during capture cycles; 

FF6 is therefore easy to be held at a constant value. In here, we chose FF6 as a target, and 

perform the experiments with logic-simulation as well as that of Figure 6.2 by reversing 

the captured value of FF6 during captures operation from the third captures cycle. Figure 

6.4 shows the TpC of each FF at 10 capture cycles when reversing the capture value of 

FF6. It can be observed that the number of test sessions in which the state transition 

occurred in FF8, FF9, FF10, and FF11 are significantly increased. This is because 

modifying the value of FF6 in force during capture cycles causes more active mode 

transitions in the status logic, thus the FFs like FF8, FF9, FF10, and FF11 that are related 

to the status logic would have significant value changes. This observation provides a 

perspective that modifying the value of a small number of FFs would break the constant 

states for large number of the other FFs.  

2) The impact on the additional fault detection when modifying the value of FF  

     We perform the experiment with fault-dropping simulation on s298 circuit by reversing 

the value of FF6 at the capture cycles from the third capture cycle. As well as the 

experimental setup of Figure 6.3, any fault that is detected at a certain capture cycle will 

be accounted inclusive of the additional faults of the capture cycle, and be dropped 

(eliminated) from the fault list. All faults (308 stuck-at faults) of the combinational circuit 

are simulated in this experiment. The scan-in patterns and the order of the scan-in patterns 

are same with that of Figure 6.3. 

 In Figure 6.5, we try to show the impact on the additional stuck-at fault detection of 

capture patterns as reversing the capture value of FF6. The dotted columns show the total 

number of additional stuck-at faults detected at the corresponding capture cycle and the 

dotted line shows the average TpC of all FFs at each capture cycle, when reversing the 

capture value of FF6, respectively.  
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The blue columns and blue lines are the original results given in table 6.1 for comparison.  

     The results of the dotted line show that reversing the value of FF6 during capture cycles 

causes significant state transitions on the FFs. Consequently, the total number of additional 

stuck-at faults (the dotted columns) detected at the capture cycles (cycle 3, 5, 8 and 9) start 

from the third capture are increased. However, the total number of additional faults 

detected at the first and the second capture cycle show decreases compared to the common 

multi-cycle test (non-reversing in FF6). The reason is due to the improvement of the stuck-

at fault detection capability of capture patterns by reversing the value of FF6.  

     To make an understanding of the basic idea, Table 6.1 gives the number of additional 

faults detected at each capture cycle with/without reversing the value of FF6 when the first 

three scan-in patterns are applied. In a common multi-cycle test (non-reversing in FF6), 

when the first scan-in pattern is applied to the 10-cycle test, 61 faults are detected in total 

and of which 48 and 13 faults are additionally detected at the first (by the scan-in pattern 

SP1) and the second cycle (by the responses of the SP1), respectively. In the other capture 

cycles, there are not any additional faults that can be detected. On the other hand, when 

reversing the value of FF6 in force, 80 faults are detected in total and of which 17 and 2 

faults are detected in addition at the third and fourth capture cycle, respectively. Applying 

the second scan-in pattern w/o reversing FF6 will detect 13 faults (12 at cycle 1 by SP2, 1 

at cycle 2) in addition, however, the additional faults detected at the first cycle by SP2 

decreased (from 12 to 11) compared to that of w/o reversing FF6. Same results can be 

observed in the third scan-in pattern SP3, where the number of additional faults detected 

at the first capture cycle (by SP3) decreased (from 46 to 33) when reversing the value of 

FF6, and the number of additional Faults from the third capture cycle increased 

significantly. It can be explained by reversing the value of FF6 makes the capture patterns 

available to detect the faults in advance, which would be detected by the following 

additional scan-in patterns. 

     This observation provides that the modification of the value of some FFs during the 

capture operation is available to improve the additional faults detection of capture patterns, 

and to reduce the number of scan-in patterns for achieving target fault coverage. As the 

results shown in Table 6.1, to achieve 25% fault coverage, the common multi-cycle test 

(w/o modifying the value of FF6) requires three scan-in patterns, while only two scan-in 

patterns would be enough by modifying the value of FF6.  
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In the experiment of Figure 6.5, the multi-cycle test w/o reversing the value of FF6 requires 

38 scan-in patterns to reach 90% stuck-at fault coverage, which is reduced to 26 scan-in 

patterns just by reversing the value of FF6. 

     Figure 6.5 shows the effect on additional stuck-at faults detection by reversing the 

capture value of FF6.  We add the average TpC of all FFs at each capture and the number 

of additional stuck-at faults detected at each capture cycle given by the dotted line and the 

dotted columns, respectively. It can be seen that reversing the value of FF6 during captures 

increased the average number of tests in which the state transition occurred at FFs. 

Consequently, the number of additional stuck-at faults detected at the capture cycles (cycle 

3, 5, 8 and 9) start from the third capture are increased. It should be noted that the decrease 

of the additional stuck-at faults detection at the first and the second capture cycle is caused 

by the improvement of the stuck-at fault detection capability of capture patterns after the 

second capture cycle. 

     More additional stuck-at faults would be detected in advance at the capture cycles 

before new scan-in pattern is applied; it is therefore effective to reduce the number of scan-

in patterns to achieve the target fault coverage for the stuck-at faults. In this experiment, 

the advantage of the proposed method is that the normal multi-cycle test w/o reversing the 

value of FF6 requires 38 scan-in patterns to reach 90% stuck-at fault coverage, which is 

reduced to 26 scan-in patterns just by reversing the value of FF6.   

Table 6.1 the number of the additional faults detected at capture cycles 

(308 stuck-at faults of the combinational circuit of s298)  

 

Scan-in 

Pattern

FF6 

Reversing

Capture cycle

Sum of faults

Accumulated 

fault coverage 

(%)1 2 3 4 5 6 7 8 9 10

SP1
NO 48 13 0 0 0 0 0 0 0 0 61 19.8 

YES 48 13 17 2 0 0 0 0 0 0 80 26.0 

SP2
NO 12 1 0 0 0 0 0 0 0 0 13 24.0 

YES 11 0 0 0 0 0 0 0 0 0 11 29.5 

SP3
NO 46 11 6 8 5 8 4 2 2 3 95 35.1 

YES 33 11 8 8 13 8 10 2 9 3 105 37.7 
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Figure 6.4 TpC of each FF at capture cycles by reversing capture value of FF6 

 

 

Figure 6.5 Average TpC of FFs & Number of additional faults detected 

 at capture cycles by reversing capture value of FF6 

 

6.3 FF-Control Point Insertion technique  

Based on our analysis, we propose FF-Control Point Insertion technique (FF-CPI) 

to enhance the randomness property for capture patterns by inserting FF-Control Points 

(FF-CP) between the output of certain scan FFs and the combinational circuit to modify 

the captured values of FFs before they are applied to the following capture cycle. In [35], 

we proposed two kinds of FF-CP circuit named FF-Reversing and Random-Load to 

modify the value of FFs during capture operation, which are descripted as follows.   
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6.3.1 FF-Reversing CPI 

One FF-CP circuit to reverse the captured value of the FFs per cycle by inserting a 

value reversion (bit-flipping) circuit at the scan-FF, we call it the FF-Reversing.  

Figure 6.6 shows the basic design concept of FF-Reversing control. In the capture mode, 

the present-state (Ti: scan-in pattern applied at the current capture cycle) and the next-state 

(Ri: capture response at the current capture cycle) of FF are checked whether there is a 

transition occurs at the current capture cycle or not. If not, the FF-Reversing control circuit 

will apply the inverted value of Ri to the CUT as Ti+1, otherwise apply the current capture 

response Ri to the CUT for the next capture cycle. 

Figure 6.7 shows the structure of the method (details are masked due to the patent concern).  

6.3.2 Random-Load 

A Random-Load Circuit is inserted between the output of FF and the combinational logics, 

and a “CAP_LOAD” signal controls the circuit to select either the value of the FF or the 

pseudo-random vectors will be applied to the combinational logics. The pseudo-random 

vectors can be fed by either the stored data in a memory or generated by an on-chip scan-

in pattern generator (TPG). This method can directly improve the randomness of capture 

patterns, however, would cause large area overhead and complicate the timing design of 

capture operation.  

 
Figure 6.6 FF-Reversing captures pattern control [35] 
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6.4 FFs Selection for FF-Control Point Insertion 

     FF-CPI  

modifies the value of some FFs to avoid constant states during the capture cycles. One 

problem is that which FFs would contribute mostly to improve the fault detection of 

capture pattern when modifying their values, and how to evaluate the FFs for FF-CPI. A 

key is to evaluate how much impact modifying the value of FFs would have on the internal 

states of CUT. When the large number of FFs become to have constant values during 

capture cycles, the state of the gates and signal lines would also be fixed at each capture 

cycle. This situation is not helpful to excite (propagate) new faults (faulty effects). We 

consider that modifying the value for the FFs, which could generate more state variations 

(state changes) of CUT at different capture cycles should provide more chances to excite 

(propagate) new faults (fault-effects) and contribute to detecting more additional faults. 

It should be noted that the TpC metric described previously is not suitable to evaluate the 

FFs for the control point selection because it can only represent the amount that the value 

of FF becomes constant during multi-cycle test, but the contribution to fault detection by 

FF-CPI.  

     In [35], we have proposed two methods to evaluate the FFs for FF-CPI, they will be 

explained in this chapter as follows. Main difference between this proposed method and 

the method in [35], we introduce a Multi-Criteria Decision Analysis method to 

comprehensively evaluate the metrics derived by these methods to make an optimal rank 

of FFs for FF-CPI. 

6.4.1 Method 1: Transition Probability Increment (TrPI)   

The main idea is to select the FFs as the candidates for FF-CPI that could generate more 

state variations of CUT at different capture cycles when modify their values. In order to 

evaluate the impact of FFs on state variations of CUT when modifying their values during 

capture cycles, in this study, we utilize the Probabilistic Testability Measures means 

named COP to calculate the state transition probability of CUT for each FF under multi-

cycle test. Figure 6.8 shows the calculation of transition probability of gates in multi-cycle 

test. We transform the CUT to N-cycle time-frame expansion combinational circuits, and 

initialize the 0/1 controllability (C0 and C1) of PI (primary input) and PPI (pseudo-primary 

input: FF at the first capture) to 0.5/0.5, then, calculate the value of C0 and C1 for each  
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Figure 6.8 computing the state transition probability by COP [35] 

 

gate at each time-frame. The transition probability (TrP) of a gate gtij (i< number of 

gates, j< N cycles) can be calculated by the eq.6.2.  

TrP(gt
i,j

)=C0j×C1j+1+C1j×C0j+1                                           (6.2) 

The average transition probability of all gates during N-cycle test (AVE_TrP) can be 

calculated by the eq.6.3.  

AVE_TrP=
1

M
∑ ∑ TrP (gti, j)                                               (6.3) 

Where, 1 ≤ i ≤ number of gates, 0 ≤ j ≤ M.  

 

 The Transition Probability Increment (TrPI) is defined as the difference of the average 

transition probability of all gates before and after FF-CP (FF-Reversing or Random- Load) 

is inserted. When supposes FF-CP is inserted into a candidate FF, the 0/1 controllability 

(C0/C1) of the output signal line of the FF is set to 0.5/0.5 in force. The procedure to 

evaluate the transition increment induced by value modification of each FF is shown as 

follows.  

Procedure:  

Step1. Calculate the original average transition probability of all gates during N-cycles test, 

which is denoted by AVE_TrPorg. 

Step2. For each FFn (n=1 to N, N: the number of FFs), set the value of C0/C1 at all capture 

cycles to 0.5/0.5, and calculate the average transition probability of all gates during 

N-cycles denoted by AVE_TrPFFn.  
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Step3.  Calculate the difference between AVE_TrPorg and AVE_TrPFFn, which is denoted 

by TrPIFFn.  

Step4.  Rank the FFs by the value of TrPI of each FF.  

The FF, which has large TrPI, will be selected for FF-CPI.  

6.4.2 Method 2: Logic Impact Area of FFs (LIMA)  

     Main idea is to select the FF, which has a large output cone (the arrival logic region 

from the output of FF). We believe that modify the value of such FFs could cause more 

state variations at different capture cycles and provide more chances to excite more faults. 

We define the Logic IMpact Area (LIMA) of FF as a metric to evaluate FFs for FF-CPI. 

LIMA can be calculated by the following five parameters.  

For each FFn (n=1 to N, N: the number of FFs):   

P1. The depth of the logic output cone of FFn, which refers to the length of the longest 

structural path from FFn to the input of any reachable flip-flops of FFn (including 

itself).   

P2. The width of the logic output cone of FFn, which denotes the largest number of 

gates at the same logic level. 

P3. The number of branches existing in the logic output cone of FFn.  

P4. The distance between FFn and the POs which refers to the length of the longest 

structural path from FFn to POs. 

P5. The total number of logic gates existing in the logic output cone of FFn. 

Figure 6.9 shows an example to calculate the value of P1~P5. For each FF, we derive 

the value of P1~P5 by forward tracing process started from the FF, and calculate the sum  

of the value of P1~P5 as LIMA for FF selection. We believe that modifying the value of 

the FFs, which have large LIMA, should be effective to detect more additional faults.  

6.4.3 Method 3: Hybrid Evaluation Metric (HEM) by TOPSIS 

The effect of FFs selected for FF-CPI individually by the above evaluation methods of 

TrPI and LIMA highly depends on the circuit structure. In this chapter, we propose the  
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Hybrid Evaluation Metric (HEM) to calculate the ranking of the FFs for FF-CPI under 

the general circuits. The HEM introduces a Multi-Criteria Decision Analysis method  

named TOPSIS [36] to comprehensively evaluate the metrics derived by TrPI and LIMA 

with user-specified weights. The procedure of HEM is model as follows. 

Procedure:  

Main procedure is to rank the FFs for FF-CPI by comprehensively evaluating multiple 

metrics with different features using TOPSIS. 

Step1.  Create an evaluation matrix consisting of U alternatives (# of FFs) and O criteria 

(# of evaluation metrics of TrPI and P1~P5 of LIMA) with the intersection of each 

alternative and criteria given as tij, we therefore have a matrix:  

             (6.4) 

Step2.  Normalize matrix T by following formula. 

                      (6.5) 

Step3.  Calculate the weighted normalized decision matrix vij by (6.6).  

, )                  (6.6) 

Step4. Determine the worst alternative (vj
-: minimum value of each criteria) and the best 

alternative (vj
+: maximum value of each criteria), and calculate the distance between 

the target alternative i and the worst condition (Si
+) and the distance between the 

alternative i and the best condition (Si
-) by formula (6.7).  
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Figure 6.9 Evaluation for LIMA [35] 
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, 
           

                               (6.7) 

Step5.  Calculate the similarity to the worst condition (Ci) for each alternative by (6.8) 

                               (6.8) 

Step6.  Rank the FFs by Ci for FF-CPI.  

     In HEM method, the weight of the metrics derived by TrPI and user depending on 

circuits can specify LIMA. In this chapter, we set the equal weight for the metrics of TrPI 

and LIMA, which is 0.5.  

6.5 Evaluation Experiments   

6.5.1  Experimental setup  

     We conducted the experiments on ISCAS89 and ITC99 benchmark circuits to evaluate 

the effect of FF-CPI technique. A 16-bits internal type LFSR (characteristic polynomial: 

X16+X15+X13+X4+1) w/o Phase Shifter is used to generate pseudo-random scan-in patterns. 

A parallel scan structure with 100 FF-length of scan-chains is adopted (when # of FFs > 

1600, 200 FF-length) into the circuits. A multi-cycle BIST with 10 capture clocks is 

implemented into the circuits for stuck-at faults testing. In the experiments, we select 10% 

of the FFs of each circuit for capture pattern control (FF-Reversing Control and Random-

Load Control) by the FF selection methods (TrPI, LIMA, and HEM). 

     The major purpose of our research is to reduce the number of scan-in patterns for 

shortening the TAT of POST in compliance with the LF metric requirement of ISO26262 

(stuck-at fault coverage >=90%). Therefore, we perform the experiments by increasing the 

number of scan-in patterns generated by LFSR and recorded the accumulated fault 

coverage in 50 scan-in patterns increments until 90% fault coverage is achieved or one 

million scan-in patterns are generated. SEQ-OB technique proposed in [30] that directly 

observes the capture values of FFs during the multi-cycle test are conducted to handle the 

fault effects vanishing problem. In [35], in order to highlight the effect of FF-CPI 

technique, all FFs of the circuit were used for SEQ-OB to avoid the impact of fault effects 

vanishing on fault detection. However, observing all FFs will cause too large hardware 

overhead to practical use. In this chapter, we conduct the partial observation technique 

presented in our previous research [30-32] that only 20% of FFs of each circuit are selected 

2

1
( )

O

i ij jjS v v
 


  2

1
( )

O

i ij jjS v v
 


 

SS
S

C
ii

i

i 








 64 

for SEQ-OB to reduce the hardware overhead. The FFs are used for SEQ-OB are selected 

by the FF selection algorithm presented in [30].  

     For comparison, the traditional scan test with single capture clock (SCAN), 10 capture 

clocks test without SEQ-OB (MUL) and with SEQ-OB by observing all FFs (FULL) and 

partial observation (P-OB20: 20% of FFs are observed) are performed, respectively.  

6.5.2  Scan-in pattern Reduction by FF-CPI 

      To evaluate the pattern reduction by FF-CPI technique, in the following experiments 

we control the capture patterns by FF-CPI started from the third capture cycle in order to 

remain the effect of fault detection achieved by scan-in patterns and the second capture 

cycle.  Figure 6.10 shows the curve of fault coverage for s13207. For achieving 90% stuck-

at fault coverage, the traditional scan test with single capture clock (SCAN) requires 

20,600 patterns. When multi-cycle test with 10 capture cycles (MUL) is applied, the fault 

coverage becomes worse and the number of patterns to achieve 90% fault coverage tends 

to increase (one million patterns just get 85.56% fault coverage) due to the fault effects 

vanishing problem. 

     SEQ-OB technique is effective to handle the fault effects vanishing problem. As the 

results shown in table 6.2, SEQ-OB by observing all FFs (FULL) and partial observation 

(P-OB20) significantly improved the fault coverage for multi-cycle test, those only 11,600 

patterns are needed to achieve 90% fault coverage. We indicate that partial observation 

can get almost the same pattern reduction as well as FULL observation (observing all FFs) 

which is helpful to reduce the hardware overhead for practical use. In order to further 

reduce the scan-in patterns, FF-CPI technique with FF-Reversing Control and Random-

Load Control is conducted on the circuit. 10% of FFs are selected by the FF selection 

methods (TrPI, LIMA, and HEM). For easy to read, we just show the fault coverage results 

of the FF selection method using LIMA metric in Table 6.1 (detailed results of pattern 

reduction are given in the following table).  

    It can be seen that FF-Reversing and Random-Load control achieved more pattern 

reduction than SEQ-OB with FULL observation to achieve 90% fault coverage, which are 

6,050 patterns and 6,350 patterns by FF-Reversing, and 1,900 patterns and 2,650 patterns 

by Random-Load with FULL observation and partial observation, respectively.  
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     In Table 6.2, we give the detailed pattern reduction results for all circuits. In order to 

achieve 90% stuck-at fault coverage specified by ISO26262, we perform the experiments 

by increasing the number of patterns until 90% stuck-at fault coverage is achieved or one  

million patterns are used. The number of patterns required to achieve 90% stuck-at fault 

coverage by traditional scan test, 10-cycles capture test without SEQ-OB (MUL) are given 

in the second and the third columns. For each circuit, if one million patterns cannot achieve 

90% stuck-at fault coverage, the final fault coverage achieved by one million patterns are 

given following with 1M. In the group column denoted by “FULL”, the sub-columns show 

the number of patterns to achieve 90% stuck-at fault coverage and the pattern compression 

rate compared with scan test, by full observation of SEQ-OB without FF-CPI, by FF-CPI 

with FF-Reversing control and Random-Load control when TrPI, LIMA and HEM 

selection methods are applied, respectively. In the following group column denoted by “P-

OB20”, the experiments are conducted by observing only 20% of FFs for each circuit by 

SEQ-OB technique for the hardware overhead concern.      

     For all circuits, it is very difficult to achieve 90% stuck-at fault coverage just using a 

pure scan test without any DFT techniques. Multi-cycle test is a promising DFT technique 

to reduce the scan-in patterns for scan test. Regarding to the results of multi-cycle test, in 

s38417, b14, b15 and b20, the multi-cycle test shows significant pattern reduction 

compared to scan test.  However, fault effects vanishing problem caused the fault coverage 

loss and expanded the number of patterns to achieve 90% stuck-at fault coverage in s9234 

and s13207. SEQ-OB technique with full observation (column denoted by “w/o FF-CPI”) 

 
Figure 6.10 Fault coverage curve of s13207   
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can avoid the fault effects vanishing problem, which achieved better pattern reduction with 

larger pattern compression rate than pure multi-cycle test.  

     The fault degradation problem is another factor to obstruct the pattern reduction by 

multi-cycle test. Compared to the results of SEQ-OB, FF-CPI technique shows further 

pattern reduction for all circuits. For s9234 and s13207, while multi-cycle test caused fault 

coverage loss due to fault effects vanishing problem and SEQ-OB technique has improved 

the pattern reduction (10.5X for s9234, 1.8X for s13207), FF-CPI technique achieved more 

pattern reduction than SEQ-OB which are at the most 17.0X and 37.4X for s9234, 3.6X 

and 10.8X for s13207 by FF-Reversing or Random-Load, respectively. For other circuits, 

even though multi-cycle test with SEQ-OB already achieved large pattern reduction (9.6X 

for s38417, 19.1X for b14, 238.1X for b15, 6.0X for b20) compared to scan test, FF-CPI 

technique also shown the effect to further improve the pattern reduction, which are at most 

19.2X, 129.0X, 241.0X and 118.3X by FF-Reversing or Random-Load, respectively.  

     Regarding to the capture pattern control methods referred to FF-Reversing and 

Random-Load, we show the results of table 6.2 under the FULL observation. From the 

experimental results, we show that the Random-Load control shows more effective than 

FF-Reversing control for most circuits.  

     This is because that FF-Reversing control just reverses the captured value of the 

candidate FFs per cycle. The values of all candidate FFs selected for CPI are changed 

simultaneously at each cycle, with the same state such as all-zero or all-one which cannot 

directly improve the randomness for capture patterns. In contrast, Random-Load control 

directly loads a random vector to the candidate FFs every cycle, which can directly 

improve randomness for the capture patterns during capture operations. Random-Load 

requires additional memory or on-chip scan-in pattern generator to store or generate 

random vectors for FF-CPI that would cause large area overhead and complicates the 

timing design of a capture operation. While FF-Reversing Control shows less effective for 

pattern reduction than Random-Load control, it still achieved a significant pattern 

reduction compared to SEQ-OB technique. Moreover, the circuit for FF-Reversing control 

is very easy to design with very small hardware overhead that can achieve a good trade-

off between pattern reduction and hardware overhead for practical use.   
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     Based on the works on the implementation of FF-CPI in commercial automotive ECU 

supported by Renesas Electronic corp., the gate account required by FF-CPI (either FF-

Reversing CPI or Random-load CPI) for each FF is smaller than a multiplexer on average. 

     Regarding to the FF selection methods referred to TrPI, LIMA and HEM for FF-CPI 

proposed in 6.1.2, the effects of TrPI and LIMA for pattern reduction might be depend on 

the circuits used for testing. In s9234 and s13207, LIMA achieved more pattern reduction 

(17.0X and 3.4X) than TrPI (13.8X and 1.8X) by FF-Reversing Control, however, which 

(14.4X and 204.1X) becomes worse than TrPI (19.2X and 241.0X) in s38417 and b15. 

HEM comprehensively evaluates the metrics of TrPI and LIMA for ranking the FFs for 

FF-CPI, it is therefore helpful to relax the structure dependence of FF selection algorithm 

so as to select the optimal candidates of FFs for general circuits.  

     As the results of FF-Reversing Control with HEM shown in Table 6.2, for almost all 

circuits, HEM can achieve better pattern reduction compared to SEQ-OB. For b20 circuit, 

HEM achieved 118.3X pattern reduction by Random-Load control, which is 2.6X and 

86.2X by TrPI and LIMA. However, for b15 circuit, HEM caused significant decrease of 

pattern reduction compared to TrPI and LIMA. We analyzed the evaluation values of each 

FF derived by TrPI and LIMA, and found that the FFs with high rank by TrPI have very 

small evaluation value derived by LIMA, and vice versa. Since HEM method 

comprehensively evaluate the metrics derived by TrPI and LIMA with user-specified 

weights (here is equal weight: 0.5), the FFs with both large evaluation value of TrPI and 

LIMA are assigned with high rank by HEM, and such FFs might not helpful to fault 

detection by FF-CPI.  
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     The results imply that appropriate weight values are crucial to improve the effect of 

HEM. Exhaustive experiments to investigate the effect of HEM by fine-tuning the weight 

values are too much time-consuming and inefficient. An efficient determination algorithm 

for the weight values of HEM will be a part of our future work. 

     SEQ-OB with full observation is effective to avoid fault effects vanishing problem that 

highlights the effect of FF-CPI technique. However, observing all FFs will cause too large 

hardware overhead to practical use. In the group column denoted by “P-OB20” of Table 

6.2, only 20% of FFs of each circuit are selected for SEQ-OB to reduce the hardware 

overhead. Compared to SEQ-OB with full observation, the pattern reduction of FF-CPI 

with partial observation decreased a little, however, which are still very remarkable 

achievement compared to the SEQ-OB without FF-CPI. 

6.5.3  Efficiency of the FF selection methods for FF-CPI 

     When implement FF-CPI technique into a very large circuit such as a commercial 

automotive device with several million gates, an efficient FF selection method is required 

to shorten the TAT of DFT period. In 6.1.2, we have proposed three methods TrPI, LIMA 

and HEM to select the candidate FFs for FF-CPI. Table 6.3 shows the runtime of these 

methods to make the rank of FFs for all circuits. Evaluation experiments are conducted on 

CPU (Intel® Xeon® L5240 @3.0GHz) with 32GB memory. The results show that TrPI 

based selection method takes the longest time to generate the rank of FFs, the reason why 

Table 6.2 Pattern Reduction by FF-CPI 

Circuit SCAN MUL 

FULL: Observing all FFs by SEQ-OB P-OB20: Observing 20% of FFs by SEQ-OB 

w/o FF-CPI by FF-Reversing 
FF-CPI by Random-

Load 
w/o FF-CPI by FF-Reversing 

FF-CPI by Random-

Load 

FF-CPI TrPI LIMA HEM TrPI LIMA HEM FF-CPI TrPI LIMA HEM TrPI LIMA HEM 

s9234 

>1M >1M 94,900 72,400 58,800 68,000 26,750 47,900 53,150 99,000 78,500 64,150 70,600 26,750 51,000 54,000 

88.60% 85.90% 10.5X 13.8X 17.0X 14.7X 37.4X 20.9X 18.8X 10.1X 12.7X 15.6X 14.2X 37.4X 19.6X 18.5X 

s13207 20,600 
>1M 11,600 11,600 6,050 5,750 11,100 1,900 2,150 11,600 20,750 6,350 13,400 12,950 2,650 2,800 

85.60% 1.8X 1.8X 3.4X 3.6X 1.9X 10.8X 9.6X 1.8X 1.0X 3.2X 1.5X 1.6X 7.8X 7.4X 

s38417 5,750 
1,750 600 300 400 350 300 450 300 700 350 400 400 450 550 400 

3.3X 9.6X 19.2X 14.4X 16.4X 19.2X 12.8X 19.2X 8.2X 16.4X 14.4X 14.4X 12.8X 10.5X 14.4X 

b14 

>1M 58300 52300 92600 >1M >1M 54300 7750 10700 56250 92600 >1M >1M 56250 8350 12050 

85.60% 17.2X 19.1X 10.8X 88.90% 89.60% 18.4X 129.0X 93.5X 17.8X 10.8X 88.90% 89.60% 17.8X 119.8X 83.0X 

b15 
>1M 4,200 4,200 4,150 4,900 179,350 4,150 4,550 9,200 4,200 4,200 5,850 230,250 4,200 4,700 10,350 

69.80% 238.1X 238.1X 241.0X 204.1X 5.6X 241.0X 219.8X 108.7X 238.1X 238.1X 170.9X 4.3X 238.1X 212.8X 96.6X 

b20 
1M 237,150 165,900 375,000 315,950 352,350 390,850 11,600 8,450 176,650 375,300 315,950 352,350 390,900 12,100 9,350 

85.40% 4.2X 6.0X 2.7X 3.2X 2.8X 2.6X 86.2X 118.3X 5.7X 2.7X 3.2X 2.8X 2.6X 82.6X 107.0X 
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is that TrPI needs to transform the CUT to N-cycles (here N=10) time-frame expansion 

circuit. The TrPI also calculates the state transition probability of each gate at each 

timeframe, which is very time-consuming. On the other hand, LIMA analyzes the structure 

of the circuit by forward tracing started from the output of FFs, and ended at the input of 

FFs, therefore the elapsed time of LIMA is small. HEM comprehensively evaluates the 

data derived by TrPI and LIMA to make the rank of FFs for FF-CPI. While the ranking 

process spend very short time, preparing the data by TrPI and LIMA causes the total 

runtime becoming longer. We believe that LIMA should be a better solution for shortening 

the TAT of DFT period for a very large circuit.       

 

6.6 Conclusions 

    In this chapter, we first reveal the Fault Detection Degradation problem that would 

obstruct the effect of multi-cycle test for pattern reduction. Based on our analysis, we 

propose the novel solution named FF-CPI technique to overcome the Fault Detection 

Degradation problem. Two methods referred to the FF-Reversing Control and the 

Random-Load Control are proposed to enhance the additional stuck-at fault detection 

capability of capture patterns by modifying the value of a part of FFs directly during 

capture operation. Moreover, we propose three FF selection methods for FF-CPI by 

analyzing the circuit structure without any simulation to shorten the period of DFT.  

     Finally, we show the experimental results on benchmark circuits to validate that the 

proposed methods can further reduce the number of scan-in patterns for achieving 90% 

stuck-at fault coverage compared to the SEQ-OB method presented in our previous 

research [30, 31]. The Experimental results of benchmark circuits show that the proposed 

Table 6.3 Runtime for FF Ranking  

Circuit 
# of 

gates 

# of 

FFs 
TrPI(sec) LIMA(sec) 

HEM(sec) 

Ranking Total 

s9234 5866 228 108.56 0.48 0.089 109.129 

s13207 8772 669 470.15 0.9 0.097 471.147 

s38417 23949 1636 3299.36 22.34 0.232 3321.932 

b15 8893 449 818.15 20.94 0.139 839.229 

b20 9419 490 1073.97 46.85 0.123 1120.943 

AVE - - 1154.038 18.302 0.136 1172.476 
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method can further reduce the number of scan-in patterns (at most 28.57X pattern 

compression) for achieving the specified target fault coverage compared to the SEQ-OB 

method (at most 12.5X), which is helpful to further shorten the TAT of POST. 

     In addition, the results of partial observation of SEQ-OB confirmed that just observing 

a small number of FFs could also achieve a significant pattern reduction by FF-CPI, which 

contributes to the practical use of FF-CPI for a very large commercial automotive device 

with smaller hardware overhead.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 71 

Chapter 7 

7  Conclusion 

Field test is gaining increased attention in the automotive industry for ensuring the 

functional safety of the advanced automotive system. The POST (Power-On Self-Test) is 

a novel field test technique. Generally, the POST is executed by performing the Logic-

BIST application during the start-up of the engine to test the automotive devices before 

starting any functional operations, thus, latent faults (multiple faults would violate the 

safety goal whose presence is not detected by a safety mechanism) in the devices can be 

detected at the early stage so as to avoid failures and guarantee the functional safety of the 

system. To test an automotive device, the POST is required to meet several constraints 

including:  

1)  The specified fault coverage (stuck-at fault). The most stringent ASIL D (Automotive 

Safety Integrity Level) of ISO26262 requires at least 90% of latent fault metric to avoid a 

random hardware failure due to permanent, intermittent or transient faults. Generally, 

POST only targets on testing the permanent faults, which can be represented by stuck-at 

fault model.  

2) The limited test application time. POST is executed during the engine start-up, the time 

allowed for test application is very short, e.g. TAT < about 50msec.  

3) The low power consumption. The consideration of power consumption during test is 

helpful to avoid false test (good devices fail the test) and yield loss under the delay fault 

model. 

     The research has proposed several of approaches to enhance the reliability and function 

safety in field test. To execute the field test, we can partition the large original test set into 

many small subsets and apply each subset to the test sessions (when system is in starting 

up/idle state). We propose the test partition method that takes the aging speed of faults into 

account. The experimental results of ISCAS89 bench circuits confirmed the effectiveness 

of the proposed method compared to random partition. However, while the average fault 

coverage of subsets is increased, the MTFD becomes larger. Therefore, it suggests 

increasing the number of test sessions during a fixed period can reduce the MTFD. 

https://www.iso.org/obp/ui/#iso:std:iso:26262:-1:ed-1:v1:en:term:1.134
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The other problem is that the test partitioning suffers from a reliability challenge that 

refers to the increase of fault detection latency.  

Due to the missing scan-in patterns of each subset, a fault may not be detected at the 

following test session right after it occurs. Therefore, we propose the approach two 

machine-learning algorithms SA and SVM to solve the pattern-partitioning problem 

Experimental results on benchmark circuit show that both the SA and SVM based 

partitioning achieved smaller MTFD, than the GA based partitioning. And the SVM based 

partitioning can generate the subsets with large MTFD improvement within only 1s 

runtime which is much more efficient than other methods.  

According, pervious research Multi-cycle test is one of the promising ways to achieve 

a good trade-off among the fault coverage with few of scan-in patterns, TAT and power 

consumption for POST. However, there are two major problems obstruct the effect of 

multi-cycle test to reduce the scan-in patterns, 1) fault effects vanishing; 2) fault 

detection degradation of capture patterns.  

    In order to handle the fault vanishing problem in multi-cycle test, we have proposed 

three methods to select the FDS_FFs for sequential observation by evaluating the 

structure of circuits.  The results show that selecting FDS_FFs for sequential observation 

by evaluating the “Gate-FF Connection Complexity” (Method1) and the structural 

propagation path of fault in sequential circuit (Method2) can significantly improve the 

fault coverage (>95%) and can reduce the number of scan-in patterns (e.g.: 2.4X~3.1X 

compression) to achieve 90% fault coverage. The proposed methods are much more 

effective to the most of circuits in fault coverage improvement and pattern reduction than 

SCOAP based method (the existing method).  

    In order to handle the Fault Detection Degradation problem in multi-cycle test, we have 

proposed the novel solution named FF-CPI technique. We proposed two methods referred 

to the FF-Reversing Control and the Random-Load Control to enhance the additional 

stuck-at fault detection capability of capture patterns by modifying the value of a part of 

FFs directly during capture operation. Moreover, we propose three FF selection methods 

for FF-CPI by analyzing the circuit structure w/o any simulation to shorten the period of 

DFT. The experimental results on benchmark circuits to validate that the proposed 
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methods can further reduce the number of scan-in patterns for achieving 90% stuck-at fault 

coverage.  

     Finally, the research has faced challenge such as HEM can achieve better pattern 

reduction compared to SEQ-OB. For b20 circuit, HEM achieved 118.3X pattern reduction 

by Random-Load control, which is 2.6X and 86.2X by TrPI and LIMA. However, for b15 

circuit, HEM caused significant decrease of pattern reduction compared to TrPI and LIMA. 

We analyzed the evaluation values of each FF derived by TrPI and LIMA, and found that 

the FFs with high rank by TrPI have very small evaluation value derived by LIMA, and 

vice versa. Since HEM method comprehensively evaluate the metrics derived by TrPI and 

LIMA with user-specified weights (here is equal weight: 0.5), the FFs with both large 

evaluation value of TrPI and LIMA are assigned with high rank by HEM, and such FFs 

might not helpful to fault detection by FF-CPI.  The results imply that appropriate weight 

values are crucial to improve the effect of HEM. Exhaustive experiments to investigate 

the effect of HEM by fine-tuning the weight values are too much time-consuming and 

inefficient. A part of our future work is to develop an efficient determination algorithm for 

the weight values of HEM.  

     The future work to do experiments on larger ECU circuit (>2M gates) New DFT 

approaches for ensuring the functional safety. the other future works is to develop a 

method to minimize the hardware overhead w/o full observation by SEQ-OB. 
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